Correction of Concomitant Magnetic Field-Induced Image Artifacts in Nonaxial Echo-Planar Imaging
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Echo-planar images acquired in nonaxial planes are often distorted. Such image distortion has limited the applications of the echo-planar imaging (EPI) technique. In this article, it is demonstrated that a considerable amount of the distortion is caused by the higher-order magnetic field concomitant with the linear magnetic field gradient, or the concomitant magnetic field. The image distortion caused by the concomitant magnetic field is more prominent when a higher gradient amplitude is used for readout. It is also shown that the concomitant magnetic field can cause ghosting and blurring. A theoretical analysis is performed for the concomitant field effect in nonaxial EPI images. A point-by-point (or line-by-line) phase correction algorithm is developed to correct the image distortion, ghosting, and blurring. A postreconstruction processing algorithm is also developed to correct image distortion with much higher computational efficiency. Experimental results show that both correction methods effectively reduce the image distortion in coronal or sagittal images. Magn Reson Med 48:509–515, 2002. © 2002 Wiley-Liss, Inc.
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Echo-planar imaging (EPI) (1) is one of the ultrafast MR imaging techniques. EPI, however, can suffer from severe image distortion in nonaxial planes due to the concomitant field effect. Because the bandwidth is much lower in the phase-encoding direction than in the frequency-encoding direction, the concomitant magnetic field is primarily along the phase-encoding direction. The low bandwidth in the phase-encoding direction also makes EPI prone to the concomitant field effect. Because the bandwidth is much lower in the phase-encoding direction than in the frequency-encoding direction, the image distortion caused by $B_0$ inhomogeneity and the concomitant magnetic field is primarily along the phase-encoding direction.

Recently, high-performance gradient systems with higher gradient amplitude (e.g., 40 mT/m) and higher slew-rate (e.g., 150 T/m/s) have become commercially available for advanced imaging applications. The increased gradient amplitude and slew-rate were designed to improve the overall image quality of EPI by reducing the echo spacing and imaging time (7). When a high readout amplitude and a high slew-rate are used the image distortion caused by $B_0$ inhomogeneity is reduced because of the shortened echo spacing. With the increased gradient amplitude, however, EPI and other imaging sequences experience more severe concomitant magnetic field-related artifacts (8–11). In an MR imager with a high performance gradient system, the compensation of the concomitant field effect becomes more important.

In axial EPI, the concomitant magnetic field causes image shift and signal fall-off (11). The image distortion in nonaxial EPI due to the concomitant field effect has been demonstrated by Weisskoff et al. (5). However, the methods for correcting this image distortion remain to be explored. In this article, we theoretically analyze the concomitant magnetic field-induced artifacts in nonaxial EPI images. We develop a phase correction algorithm that eliminates the image distortion, along with the correction of minor ghosting and blurring, due to the concomitant magnetic field. We also develop an alternative postreconstruction processing algorithm to correct for image distortion.

THEORY

Concomitant Magnetic Field

In the absence of time varying electric field and electric current, the magnetic field in free space is governed by the following Maxwell’s equations:

$$\nabla \cdot \mathbf{B} = 0, \tag{1-2}$$

$$\nabla \times \mathbf{B} = \mathbf{0}.$$  

The amplitude of the magnetic field is:

$$B = \sqrt{B_x^2 + B_y^2 + B_z^2} \tag{3}$$

where $B_x$, $B_y$, and $B_z$ are the three orthogonal components of the magnetic field. Using Eqs. [1] and [2], Eq. [3] can be expanded in a Taylor’s series (8):

$$B = B_0 + G_{x}x + G_{y}y + G_{z}z + \left(\frac{G_{x}^2}{2B_0} + \frac{G_{y}^2}{2B_0} + \frac{G_{z}^2}{2B_0} \right) \frac{G_{x}G_{y}z}{2B_0} + \frac{G_{x}G_{z}z}{2B_0} + \frac{G_{y}G_{z}z}{2B_0} + \text{higher order terms}. \tag{4}$$
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where $G_x$, $G_y$, and $G_z$ are gradients along the x, y, and z directions, respectively. Note that x, y, and z are the coordinates in a magnet-based reference frame. In Eq. [4], the z-direction is defined as the direction of the main field $B_0$. The $1/B_0$ and higher-order terms are called concomitant gradient terms and comprise the concomitant magnetic field. In this article, we only discuss the concomitant field effect corresponding to the $1/B_0$ order terms because the higher-order terms are usually substantially smaller.

Concomitant magnetic field-induced EPI artifacts are mainly caused by the readout gradient waveform. The concomitant magnetic field generated by the gradient pulses prior to the readout train induces a stationary phase variation in a complex image, but it does not affect the magnitude image. Although we only discuss the case of coronal images in this article, the case of sagittal images is analogous and can be analyzed similarly.

According to Eq. [4], the concomitant magnetic field depends on whether the readout is along the z-direction or the x-direction. For example, when the readout is along the x-direction and the phase-encoding is along the z-direction, the concomitant magnetic field for a coronal slice at $y = y_0$ is:

$$B_c(x) = \frac{G_{z0} x^2 + G_{x0}(x^2 + y_0^2)}{2B_0}.$$  \[5\]

where $G_{z0}$ and $G_{x0}$ are the gradient amplitudes for readout and phase-encoding, respectively. With exchange between the readout and phase-encoding directions, the concomitant magnetic field is:

$$B_c = \frac{G_{y0}^2 (x^2 + y_0^2)}{8B_0} + \frac{G_{x0}^2 z^2}{2B_0}.$$  \[6\]

The concomitant field coefficient in Eq. [5] is four times larger than the concomitant field coefficient in Eq. [6] for an iso-center slice (i.e., $y_0 = 0$), when the concomitant magnetic field induced by the dephaser and phase blips (i.e., the second term in Eqs. [5] and [6]) is negligible.

In EPI, the k-space data are acquired using a series of phase-encoded bipolar readout gradient lobes (see Fig. 1). The concomitant magnetic field generated by the readout and phase-encoding gradient waveform creates a time-varying phase, which we call the concomitant field phase:

$$\Phi_c(\tau, q, z) = \gamma \int_0^{t_{echo}} B_c(z, \tau) d\tau$$

$$= \frac{\gamma}{2B_0} \int_0^{t_{echo}} G_{z0}^2(t)z^2 d\tau + \sigma_{pp} z^2 + \sigma_{dp} z^2 + (q - 1)\sigma_d z^2$$  \[7\]

$$= \frac{\gamma}{2B_0} g_{ro}^2 \left(t_{echo} - \frac{4}{3} t_{rise}\right) z^2 + \frac{\gamma}{2B_0} \sigma_{pp} z^2 + \sigma_{dp} z^2 + \Phi_{pe}.$$  \[8\]

where $t_{echo}$ is the time interval between two consecutive echoes (i.e., echo spacing), $t_{rise}$ is the ramp duration of the readout lobes, $\tau$ is a time variable originating from an echo center, $\sigma_{pp} z^2$ accounts for the difference in concomitant field phase generated by the first half of a readout lobe and by the prephaser, $\sigma_{dp} z^2$ is the concomitant field phase generated by the phase-encoding dephaser, $\sigma_d z^2$ is the concomitant field phase generated by a phase-encoding blip, $q$ is echo index ($q = 1, ..., N_{pe}$), where $N_{pe}$ is the echo train length, and $\Phi_{pe}$ represents the phase-encoding terms. In Eqs. [8] and [9], the coefficient $\sigma_{pp}$ is given by:

$$\sigma_{pp} = \frac{\gamma}{2B_0} g_{ro}^2 t_{pp} \left(t_{pp} - \frac{4}{3} t_{yp}\right) - \frac{\gamma}{4B_0} g_{ro}^2 \left(t_{echo} - \frac{4}{3} t_{rise}\right).$$  \[10\]

where $g_{ro}$, $t_{pp}$, and $t_{yp}$ are indicated in Fig. 1. After flipping every other row of the sampled data in k-space for image reconstruction, we have:

$$\Phi_c(p, q) = \frac{\gamma}{2B_0} g_{ro}^2 \left(t_{echo} - \frac{4}{3} t_{rise}\right) q z^2$$

$$+ (-1)^{q-1} \frac{\pi}{B_0} g_{ro}(p + \frac{1}{2}) \Delta k_{ro} z^2 + \sigma_{pp} z^2 + \Phi_{pe}.$$  \[11\]

In Eq. [11], the increment of $k_{ro}$ corresponding to sampling interval, $\Delta \tau$, is:

$$\Delta k_{ro} = \frac{\gamma}{2\pi} g_{ro} \Delta \tau = \frac{1}{\text{FOV}_{ro}},$$  \[12\]

where FOV$_{ro}$ is the field-of-view in the readout direction, and $p$ is the index for each sampled complex point along $k_{ro}$ ($p = N_{ro}/2, ..., N_{ro}/2 - 1$ where $N_{ro}$ is the dimension of the matrix in the readout direction). In single-shot EPI or multishot EPI with a small number of interleaves, the phase blips usually have a much lower gradient amplitude and shorter duration than the readout gradient lobes. For
Correction of Field-Induced Artifacts in EPI

From Eq. [11] the concomitant field phase error from a point source in single-shot EPI with a readout gradient of alternating polarity, where \( q \) is the echo index. The slope of the concomitant field phase along \( k_{ro} \) is proportional to \( z^2 \). The sign of the phase slope alternates for consecutive echoes. The phase increment, \( \delta \phi \), is the concomitant field phase generated by the gradient ramps between two consecutive echoes.

The accumulation of concomitant field phase error from a point source in full-echo EPI, as given by Eq. [11], is depicted in Fig. 2. The slope of the concomitant field phase along \( k_{ro} \) is proportional to \( z^2 \). The sign of the phase slope alternates for consecutive echoes. The phase increment, \( \delta \phi \), is the concomitant field phase generated by the gradient ramps between two consecutive echoes.

From Eq. [11], the concomitant field phase linearly accumulates along the phase-encoding direction for any specific \( z \) value (see the first term in Eq. [11]). According to Fourier shift theorem (12):

\[
\text{If } F^{-1}(G(\omega)) = g(t), \text{then, } F^{-1}(G(\omega)e^{i\omega t}) = g(t - \alpha),
\]

where \( F^{-1} \) indicates inverse Fourier transform. This linear phase accumulation causes image pixel shift along the phase-encoding direction. Because the amount of pixel shift depends on the value of \( z^2 \), the concomitant field phase described by the first term in Eq. [11] causes image distortion in the phase-encoding direction.

From the second term in Eq. [11] the concomitant field phase also linearly accumulates during readout and the amount of accumulated phase again depends on the value of \( z^2 \). With this additional linear phase, the image \( \rho'(m, n) \) becomes (see Appendix A in Ref. 11):

\[
\rho'(m, n) = \frac{1}{2} \left[ \rho(m + \beta_{ro} N_{pe}, n) + \rho(m - \beta_{ro} N_{pe}, n) \right] + \frac{1}{2} \left[ \rho(m + \beta_{ro} N_{pe}, n + N_{pe}/2) - \rho(m - \beta_{ro} N_{pe}, n + N_{pe}/2) \right]
\]

where \( \rho(m, n) \) is the object and \( 2\pi \beta_{ro} \) is the slope of the linear phase along the readout direction:

\[
\beta_{ro} = \frac{1}{2B_0} \Delta k_{ro} g_{ro} z^2 = \frac{1}{2B_0} \frac{g_{ro}}{\text{FOV}_{ro}} z^2.
\]

Note that \( \beta_{ro} \) is proportional to \( z^2 \).

From Eq. [14], the first two terms form the image of the object and the last two terms form a Nyquist ghost. The image of the object is the average of two images shifted oppositely along the readout direction. The average of the two shifted images causes image blurring. The blurring increases as \( z^2 \) increases because (see Eq. [15]) \( \beta_{ro} \) is proportional to \( z^2 \). From Eq. [14] we also see that the Nyquist ghost is the difference of the two shifted images, with a displacement of FOV/2 in the phase-encoding direction (see Fig. 3). The amount of ghosting and image blurring is usually not severe with the imaging parameters commonly used. In the example shown later in Fig. 5 where \( B_0 = 1.5 \text{T} \) and \( g_{ro} = 21.31 \text{mT/m}, \) the displacements along the readout direction in each of the shifted image (\( -\beta_{ro} N_{ro} \Delta x \)) were 0.07 mm at \( z = 10 \text{ cm} \) and 0.31 mm at the edge of FOV. The maximum pixel displacement at the edge of FOV was much smaller than the pixel size, which was 3.28 mm.

Equations [11] and [15] were derived for the coronal images with the frequency-encoding along the \( x \)-direction.

**Fig. 2.** The accumulation of concomitant field phase error from a point source in full-echo single-shot EPI with a readout gradient of alternating polarity, where \( q \) is the echo index. The slope of the concomitant field phase along \( k_{ro} \) is proportional to \( z^2 \). The sign of the phase slope alternates for consecutive echoes. The phase increment, \( \delta \phi \), is the concomitant field phase generated by the gradient ramps between two consecutive echoes.

**Fig. 3.** The formation of image blurring and Nyquist ghosting due to the concomitant magnetic field. Only the effect along the frequency-encoding direction is shown. **a:** A schematic of a uniform square object. **b:** Image of the object is the summation of a left-shifted image and a right-shifted image. The amount of shift is proportional to \( z^2 \). The Nyquist ghosting is the difference between these two shifted images, with an offset of FOV/2 along the phase-encoding direction.
Similar equations can be analogously derived for coronal images with the readout along the z-direction.

Correction of Image Distortion, Ghosting, and Blurring via Phase Correction in Image Reconstruction

Using the theoretical analysis described in the previous section, image distortion, along with minor ghosting and blurring, can be largely eliminated by phase correction during image reconstruction. In the phase correction, the concomitant field phase is subtracted from the phase of the acquired k-space data before applying the inverse Fourier transform. In conventional applications of phase correction, the image artifacts caused by the phase errors are independent of spatial location in the image. In this study, however, the concomitant field phase is a function of both the spatial location in image and the location in k-space. In this situation, a spatially dependent phase-correction method is needed. In the method used in this study, we applied phase correction for one specific location at a time. This location can be a pixel, a line, or a small region. In the phase-corrected image, the pixels in the specific location were retained and the pixels in other locations were discarded. The phase correction was then repeated until all the locations in the image were reconstructed with phase correction. The phase-correction technique may not completely correct the concomitant field phase because 1) the phase correction in each repetition is exact only for specific spatial locations and the point spread function of a pixel is spatially extensive (i.e., a sinc function) (13); 2) the high-order terms in the concomitant field phase are not corrected.

Because the concomitant field phase is a function of the spatial coordinate |z|, the phase correction necessarily depends on each |z| value. For a coronal image centered at z = 0 and with the phase-encoding in the z-direction, two rows in the reconstructed image with z and −z spatial coordinates have the same concomitant field phase. The phase correction for this image needs to be repeated Npe/2 times.

Correction of Image Distortion via Postreconstruction Processing

As an alternative to the phase-correction algorithm presented above, we also developed a postreconstruction processing algorithm for the correction of image distortion, not image ghosting. As discussed previously, the concomitant magnetic field causes image distortion along the phase-encoding direction. The image distortion generated by the concomitant magnetic field can be corrected by shifting pixels in the reconstructed image, a similar approach that has been used in the correction of gradient nonuniformity (14) and B₀ inhomogeneity (15). The amount of pixel shift, δz, is a quadratic function of z:

\[
\delta z = \frac{\Phi_c(q) - \Phi_c(q - 1)}{2\pi} \text{FOV}_{pe}
\]

\[
= \frac{\gamma}{4\pi B_0} g_0^2 \left( t_{echo} - \frac{4}{3} t_{rise} \right) \text{FOV}_{pe} z^2, \quad [16]
\]

where FOVpe is the field-of-view along the phase-encoding direction, which is along the z-direction in this example.

In two-dimensional (2D) MR images, geometrical distortion can cause intensity variation because image intensity is proportional to the pixel area. This image intensity variation can be corrected when the variation of pixel area is known. According to Eq. [16], the amount of shift of a pixel depends on its |z| value. In Fig. 4, three solid dots on the right represent three consecutive grid points in the distorted image; three solid dots on the left represent the corresponding grid points in the distortion-corrected image after correction. From Fig. 4 we can calculate the pixel dimension change after pixel shifting using a linear approximation:

\[
\Delta z_j = \frac{1}{2} \left[ (z_{j+1} + \delta z_{j+1}) - (z_{j-1} + \delta z_{j-1}) \right]
\]

\[
= \Delta z_j + \frac{1}{2} (\delta z_{j+1} - \delta z_{j-1}), \quad [17]
\]

where:

\[
\Delta z_j = \frac{1}{2} (z_{j+1} - z_{j-1}).
\]

Then the intensity correction factor, Ωj, for the intensity variation at the point j is:

\[
\Omega_j = \frac{\Delta z_j}{\delta z_j} = 1 + \frac{(\delta z_{j+1} - \delta z_{j-1})}{(z_{j+1} - z_{j-1})}. \quad [18]
\]

Using Eq. [16], Eq. [18] can be rewritten as:
\[ \Omega_j = \frac{\Delta z_j}{\Delta z_j^*} = 1 + C z_j, \quad [19] \]

where \( C \) is a constant given by:

\[ C = \frac{\gamma}{2\pi B_0} g^2 \left( t_{\text{echo}} - \frac{4}{3} t_{\text{rise}} \right) \text{FOV}_{\text{pe}}. \quad [20] \]

For a grid point in the corrected image, the corresponding point in the distorted image is not necessarily located at a grid point. For simplicity, we apply a linear interpolation to obtain the intensity value of this corresponding point using the intensities of its two nearest-neighboring grid points. Other interpolation algorithms may also be used. In Fig. 4, the point in the distorted image corresponding to the grid point \( j \) is located between the grid points \( j^-1 \) and \( j^+ \). A linear interpolation is applied using the intensities at \( j^-1 \) and \( j^+ \). In the case where the amount of shift causes a pixel to be relocated outside the FOV, this pixel is wrapped around to the other side of the FOV.

Although this postreconstruction processing algorithm is able to correct image distortion, it is unable to correct the ghosting and image blurring generated by the concomitant magnetic field as described be the second term of Eq. [11]. In contrast, the reconstruction-based phase correction algorithm can also correct ghosting and blurring generated by the concomitant magnetic field.

### METHODS

#### Image Data Acquisition

The k-space data for a coronal image were acquired using a single-shot, spin-echo EPI sequence on a 1.5 T MR imager (General Electric–Medical Systems, Milwaukee, WI). The maximum gradient strength of the gradient system is 22 mT/m and its slew-rate is 120 T/m/s. A phantom filled with CuSO\(_4\) solution was imaged with a standard birdcage body RF coil. The acquisition parameters were: FOV = 42 cm, TE = 105 ms, readout bandwidth = +/− 192.3 kHz, slice thickness = 10 mm, and image matrix = 128 × 128. The echo spacing was 832 μs. Readout amplitude was 21.31 mT/m and the ramp duration was 220 μs, which was de-rated for dB/dt purposes. The dataset was acquired with the phase-encoding direction parallel to the z-direction.

#### Implementation of the Correction for the Concomitant Field Effect

The phase-correction method presented in the Theory section was applied before the 2D inverse Fast Fourier transform (FFT) for each individual \(|z|\) value. Two rows with \( z \) and \( −z \) spatial coordinates were retained for the final image, while the rest of the image data were discarded. The phase correction and 2D inverse FFT were repeated 64 times for different \(|z|\) values for the 128 × 128 image.

The postreconstruction algorithm was also implemented on the same workstation. The distorted image was reconstructed using a 2D inverse FFT. The postreconstruction algorithm included the following steps:

1. Calculate the value of \(|z|\) for each pixel in the distortion-corrected image, \( I(i, j) \), which is initially blank. Calculate the amount of pixel shift along the phase-encoding direction, \( \delta z_j \), using Eq. [16].
2. Find the corresponding point, \( s \), in the distorted image. Obtain the intensity value of this corresponding point, \( I'(i, s) \), where \( s \) is not necessarily an integer, by applying linear interpolation using the image intensities of its two nearest neighbors, \( I'(i, j^-1) \) and \( I'(i, j^+) \).
3. Calculate the intensity correction factor, \( \Omega_j \), for this point using Eqs. [19] and [20].
4. Obtain the intensity of the distortion-corrected image using the multiplication of \( \Omega_j \) and \( I'(i, s) \): \( I(i, j) = \Omega_j I'(i, s) \).
5. Obtain the distortion-corrected image, \( I(i, j) \), by repeating steps 1–4 for all the pixels.

Because all the pixels in a row in the corrected image have the same \( z \) value, the computational efficiency of the above algorithm can be improved by calculating \( \delta z_j \) and \( \Omega_j \) only once for each row.

#### RESULTS

Figure 5a shows a reference coronal image acquired using a spin-echo sequence and Fig. 5b shows an EPI image of the same phantom acquired at the same location with the phase-encoding along the z-direction. In Fig. 5, the central horizontal line corresponds to \( z = 0 \). Note that the top part of the phantom image in Fig. 5b is dilated away from the line \( z = 0 \), while the bottom part of the phantom image is compressed towards it. The image distortion at the top and bottom of the phantom was approximately 13 mm (see arrows in Fig. 5b), in agreement with the theoretical prediction of 14.6 mm. It is noteworthy that the center of the image at \( z = 0 \) was not shifted compared to the image.
shown in Fig. 5a. The theory of the concomitant magnetic field predicts that the amount of pixel shift (i.e., distortion) is proportional to $z^2$. The observed feature of the distortion shown in Fig. 5b agrees with the theoretical prediction.

Figure 5c shows the postcorrection image obtained by applying the phase correction technique to the same acquired data as that used in Fig. 5b. The total computational time was approximately 45 sec using a Silicon Graphics Indy™ workstation (Silicon Graphics, Mountain View, CA). This computational time can be substantially reduced with faster computers, especially when a smaller image matrix (e.g., 64 × 64) is used. It was observed that most of the distortion was corrected with the phase correction technique. The effectiveness of distortion correction is best demonstrated by the observation that both the top and bottom edges in Fig. 5c are at approximately the same locations as in the “distortion-free” reference image (i.e., Fig. 5a), as marked by the upper and lower horizontal lines. In Fig. 5c the maximum pixel shift correction is approximately 13 mm at the top and bottom edges of the phantom. The shift in the central portion of the image (i.e., the pixels with a small z value) is very small. The remaining distortion is believed to be caused by $B_0$ inhomogeneity in the phantom.

The image corrected using the postreconstruction processing is shown in Fig. 5d. Before applying the pixel shift algorithm, the original image was zero-filled interpolated to reduce partial volume effect (16). The pixel shift algorithm provided the same distortion correction as the phase correction algorithm as shown in Fig. 5c. The computational time of this postreconstruction processing algorithm was about 0.21 sec for the interpolated 256 × 256 image using the same SGI workstation.

**DISCUSSION**

The concomitant field effect differs from the effects caused by $B_0$ inhomogeneity and susceptibility in many respects. First, the concomitant field is independent of imaging object, while the susceptibility effect is object-dependent. The image distortion and signal pile-up/reduction caused by $B_0$ inhomogeneity and susceptibility effect can be largely compensated by using a magnetic field map (6,15). The concomitant field effect can be fully characterized by the configuration of the scanner and the imaging parameters used in a scan. Second, the concomitant field phase is proportional to both the square of the gradient amplitude and the time duration in which the phase is accumulated, while the phase error caused by $B_0$ inhomogeneity and the susceptibility effect is proportional to the time duration only. As a result, increasing the readout bandwidth reduces the imaging artifacts caused by $B_0$ inhomogeneity and the susceptibility effect, but increases the imaging artifacts caused by the concomitant magnetic field.

The phase-correction approach is able to slightly reduce image ghosting. In another experiment (not shown), the peak ghost-to-image ratio was reduced from 5.0% to 4.3%. In many applications, however, the benefit of this reduction of ghost may not be well justified by the substantial increase of computational time. The postprocessing approach provides a computationally efficient and relatively simple alternative. The postprocessing approach can possibly be also combined with the correction of gradient nonuniformity (14) to further reduce computational time.

The concomitant field effect is increased at low $B_0$ field, as shown in Eq. (11). For low field MR imagers, the correction of the concomitant field effect becomes more crucial. The combination of high readout gradient amplitude and low $B_0$ field will produce a considerably increased concomitant field effect.

The concomitant field effect will cause more ghosting in partial-echo EPI than in full-echo EPI. The extra amount of ghosting is induced by the alternating increment of the accumulated concomitant field phase between even and odd echoes at echo center (see Fig. 6).

In interleaved multishot EPI, the amount of image distortion caused by the concomitant field effect is reduced by a factor equal to the number of shots, as is the amount of image distortion caused by the $B_0$ inhomogeneity. With minor modifications, the phase correction algorithm can also be applied to EPI in which the data acquisition starts from $k_{pe} = 0$ and fills the $k$-space outward along the phase-encoding direction. The postreconstruction processing algorithm, however, is not applicable to these images.

In the case of double oblique images, the concomitant magnetic field causes a combination of image distortion and image shift along the phase-encoding direction. In this case, more than one $1/B_0$ concomitant gradient term in Eq. (4) cause image distortion, ghosting, and blurring. The concomitant field effect can be compensated with pixel-by-pixel phase correction. A region-by-region phase correction may provide a computationally efficient alternative. The postprocessing technique is a more practical approach in correcting distortion in double oblique images because of its higher computational efficiency.

For an axial image with a z-offset, $z_0$, the amount of pixel shift caused by the concomitant magnetic field is a constant for all the pixels in the entire image. Therefore, the image distortion is reduced to image shift. In that special case, image shift can be corrected by adjusting the phase of receiver for different echoes during data acquisition, or by...
displacing the image back to the original position after reconstruction (11).

In this study, we used a 2D inverse FFT to reconstruct images. For an image centered at \( z = 0 \), two rows in the distortion-corrected image have the same \( |z| \) values and can be retained for the final image. Using this approach the 2D inverse FFT needs to be repeated \( N_{pe}/2 \) times. The computational time for image reconstruction can be further reduced by using a 1D inverse FFT. In this approach, a 1D inverse FFT is applied to each of the columns, a total of \( N_{ro} \) times. Then a 1D inverse FFT is applied to each of the two rows that have the same \( |z| \) value. This process needs to be repeated \( N_{pe}/2 \) times (i.e., perform a 1D inverse FFT in a total number of \((N_{ro}+2)N_{pe}/2 \) times) in order to reconstruct the entire image. The computational time for a 2D inverse FFT of an array with \( N_{ro}N_{pe} \) elements is:

\[
T_{2-D} = \lambda N_{ro}N_{pe}\log_2(N_{ro}N_{pe}), \tag{21}
\]

where \( \lambda \) is a factor which depends on the inverse FFT algorithm and on the computational power of the computer. The computational time for a 1D inverse FFT of an array with \( N_{ro} \) elements is:

\[
T_{1-D} = \lambda N_{ro}\log_2(N_{ro}). \tag{22}
\]

Based on Eqs. (21) and (22), the computational time for the phase-corrected image reconstruction using the 2D inverse Fourier transform approach is:

\[
T_A = 0.5\lambda N_{ro}N_{pe}^2\log_2(N_{ro}N_{pe}), \tag{23}
\]

and the computational time for phase-corrected image reconstruction using the 1D inverse Fourier transform approach is:

\[
T_B = 0.5\lambda(N_{ro} + 2)N_{ro}N_{pe}\log_2(N_{ro}). \tag{24}
\]

Eqs. (23) and (24) show that the computational time using the 1D approach is approximately half (\( = 1/2 + 1/N_{pe} \)) of the computational time using the 2D correction approach. For an image with \( N \times N \) elements, for example, the reconstruction time is increased approximately by a factor of \( N/4 \) compared to a conventional reconstruction algorithm without the correction for concomitant field effect, assuming the computational time for phase subtraction prior to the FFT is negligible. For coronal or sagittal images with a \( z \)-offset, the symmetry about \( z \) does not apply for some of the rows and the computational time increases.

The computational time of the phase correction algorithm can be further reduced using a region-by-region approach. In this approach, the correction of concomitant field phase for \( z_0 \) is applied to the row that has a \( |z| \) value in a range between \( z_0 - \epsilon_0 \) and \( z_0 + \epsilon_0 \). The region-by-region approach trades off accuracy for computational efficiency.

The phase correction algorithm and the postprocessing algorithm are not able to differentiate ghost from the object. Because Nyquist ghosts are displaced relative to the object, the ghost experiences a different amount of distortion correction compared to the object, as shown in Fig. 5c,d.

CONCLUSIONS

A considerable amount of image distortion in nonaxial echo-planar images can be generated by the concomitant magnetic field. The concomitant magnetic field can also cause a small amount of ghosting and blurring in nonaxial echo-planar images. The concomitant field effect increases with readout gradient amplitude and decreases with field strength. In this article, we showed that the concomitant magnetic field-induced image artifacts can be compensated using a point-by-point or line-by-line phase correction algorithm during image reconstruction. The concomitant magnetic field-induced image distortion can also be effectively corrected by using a postreconstruction processing algorithm.
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