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1. Introduction and Review

1.1 Preface

The goal of this thesis is to answer a question posed by S.E. Payne: Given an elation generalized quadrangle and a point $p$, can there be non-isomorphic elation groups having the base point $p$? In this thesis we will give a proof that the Hermitian surface $H(3, q^2)$ has two non-isomorphic elation groups. Initially, Tim Pentila completed a search for the cases $q = 2$ and $q = 4$, using the Magma software package. In each case, he discovered $q^2 - 1$ new elation groups that were non-isomorphic to the known elation group. For all cases $q = 2^e$, we will construct the $q^2 - 1$ elation groups of $H(3, q^2)$. Moreover, we will show that they are non-isomorphic to the known elation group, while being pairwise isomorphic.

We start with a representation of the standard elation group due to S.E. Payne, and adjoin an involution $\phi$ to form a Sylow$_2$ subgroup (denoted $S_2$), having order $2q^5$, of the group of whorls about the point ($\infty$). We then show that the only non-elations in $S_2$ are contained in the coset of the commutator subgroup containing the involution $\phi$. We proceed to show that the factor group $S_2/S'_2$ is elementary abelian; i.e., a vector space over $GF(2)$, and then using the complete set of linear functionals from $S_2/S'_2$ onto $GF(2)$, we construct the complete set of elation groups about ($\infty$). This set has size $q^2$. We then show, using nilpotency class, that $q^2 - 1$ of these groups are non-isomorphic to the standard elation group. Furthermore, we show that these $q^2 - 1$ groups are pairwise isomorphic.
Next we proceed to find conditions for the existence of 4-gonal families in these new elation groups. Given these conditions, we will construct a family of \( EGQ \) and and prove that these \( EGQ \) are flock-\( GQ \). Moreover, we will be able to show that all the new \( GQ \) we have constructed are classical, and hence isomorphic to \( H(3, q^2) \).

1.2 Historical Background

The notion of a finite generalized quadrangle (\( GQ \)) is a fairly recent one. J. Tits first introduced generalized polygons in 1959 [29]. Generalized polygons are the building blocks of Tits buildings, and are the precursors of more general geometries such as partial geometries, partial quadrangles, semi-partial geometries, and near polygons [30]. In actuality, generalized quadrangles have been around for some time as line systems corresponding to symplectic polarities in three-dimensional projective space over a field. But the explicit study of such geometric objects is due to Tits. Initially, progress was made in the study of what are now called classical generalized quadrangles (see [Dem68] and [FH64])-that is, those quadrangles that can be imbedded in projective space. It was in the late 1960’s that other researchers began looking deeply at these geometric objects, and since then, many new examples and results have been discovered.

The focus of this thesis is the classical \( GQ \) known as \( H(3, q^2) \), the Hermitian surface in three-dimensional projective space over the field \( GF(q^2) \). Here we will study a certain class of collineations called elations. More specifically, we answer the question posed by S.E. Payne: Can there be two non-isomorphic
elation groups about the base point $p$?

In this thesis we show that there are two elation groups of $H(3, q^2)$, up to isomorphism. We also look into the construction of elation generalized quadrangles (EGQ) arising from the newly described elation group of the Hermitian surface. Although we do not have a complete classification of these EGQ, we show that all of our constructions are isomorphic to the classical $H(3, q^2)$.

1.3 Basic Definitions and Combinatorics

We start with some basic definitions. Let $\mathcal{P}$ and $\mathcal{B}$ be two non-empty sets, called points and lines, with an incidence relation $\mathcal{I}$ such there are two positive integers $s$ and $t$ satisfying

G1) Each point is incident with $t + 1$ lines; any two points are mutually incident with at most one line.

G2) Each line is incident with $s + 1$ points; any two lines are mutually incident with at most one point.

G3) Given a line $L$ and a point $x$ not incident with $L$ there is a unique point $y$ and a unique line $M$ such that $x \mathcal{I} M \mathcal{I} y \mathcal{I} L$.

Such a collection $S = (\mathcal{P}, \mathcal{B}, \mathcal{I})$ is called a generalized quadrangle of order $(s, t)$ written $GQ(s, t)$; when $s = t$ the $GQ$ is said to have order $s$. The dual of a $GQ(s, t)$ is the $GQ(t, s)$ obtained by interchanging the roles of points and lines. Furthermore, any theorem or definition given for a $GQ$ can be dualized by interchanging the words points and lines. It will therefore be assumed that whenever a definition or theorem is given, its dual has also been given.
Two points incident with a common line are said to be **collinear** and two lines incident with a common point are **concurrent**. If \( x \) and \( y \) are collinear we use the notation \( x \sim y \). Similarly, if \( L \) and \( M \) are concurrent we denote this \( L \sim M \).

If \( X \) is a set of points (respectively, lines) of \( S \), then \( X^\perp \) denotes the set of all points collinear (resp., lines concurrent) with everything in \( X \); \( X^\perp \) is also called the **trace** of \( X \). If \( X = \{x\} \) is a singleton set, it is common to write \( X^\perp \) as \( x^\perp \). The **span** of \( X \), written \( X^{\perp\perp} \), is the set of all points collinear (resp., lines concurrent) with all of \( X^\perp \). By convention \( x \in x^\perp \).

Straightforward counting arguments demonstrate the following:

- \(|\mathcal{P}| = (1 + s)(1 + st)\).
- \(|\mathcal{B}| = (1 + t)(1 + st)\).
- For \( x \in \mathcal{P} \), \(|x^\perp| = 1 + s + st\).
- For \( L \in \mathcal{B} \), \(|L^\perp| = 1 + t + st\).
- For two non-collinear points \( x, y \), \(|\{x, y\}^\perp| = t + 1\) and \( 2 \leq |\{x, y\}^{\perp\perp}| \leq t + 1\).
- For two non-concurrent lines \( L, M \), \(|\{L, M\}^\perp| = s + 1\) and \( 2 \leq |\{L, M\}^{\perp\perp}| \leq s + 1\).

Let \( x, y \) be two noncollinear points of a \( GQ(s, t) \). We say that \( \{x, y\} \) is a **regular pair** provided \(|\{x, y\}^{\perp\perp}| = t + 1\). If \( x \) is a point such that for every \( y \), with \( x \not\sim y \), we have\(|\{x, y\}^{\perp\perp}| = t + 1\), then we say \( x \) is a **regular point**. A set
\{x, y, z\} of pairwise non-collinear points is called a **triad** of points. If \{x, y, z\} is a triad of points, then all points in \{x, y, z\} are called **centers**.

The next important theorem is known as Higman’s inequality.

**Theorem 1.3.1 (D.G. Higman)** [13] Let \(S = (P, B, I)\) be a GQ of order \((s, t)\). Then \(s \leq t^2\) and dually \(t \leq s^2\). Furthermore, \(t = s^2\) if and only if for some pair \((x, y)\) of non-collinear points every triad \((x, y, w)\) has exactly \(s + 1\) centers if and only if every triad of points has exactly \(1 + s\) centers.

**Proof:** We give the proof in Theorem A.1.

**Corollary 1.3.2** Let \(S = (P, B, I)\) be a GQ of order \((q^2, q)\). Then every set of three pairwise non-concurrent lines has exactly \(q + 1\) transversals.

### 1.4 Elation Generalized Quadrangles

The focus of this thesis is a certain class of GQ called elation generalized quadrangles. Here we explain this class of quadrangles.

Let \(S = (\mathcal{P}, \mathcal{B}, \mathcal{I})\) be a GQ\((s, t)\), \(s \geq 1\), \(t \geq 1\), and let \(p \in \mathcal{P}\) be a point of \(S\). A **whorl** about \(p\) is a collineation of \(S\) that leaves invariant each line incident with \(p\). If there is a group of whorls acting transitively on the points not collinear with \(p\) we say that \(p\) is a **center of transitivity**. Let \(\theta\) be a whorl about \(p\). If \(\theta = id\) or if \(\theta\) fixes no point of \(\mathcal{P} \setminus p^\perp\), then \(\theta\) is an **elation** about \(p\). If there is a group \(G\) of elations about \(p\) acting regularly on \(\mathcal{P} \setminus p^\perp\), we say \(S\) is an **elation generalized quadrangle** (EGQ) with **elation group** \(G\) and **base point** \(p\). We will often denote this quadrangle as \((S^{(p)}, G)\), or simply \(S^{(p)}\).
We now describe a standard construction of elation generalized quadrangles. Let $G$ be a group with order $s^2t$. Then let $F = \{A_0, A_1, \ldots, A_r\}$ be a family of $r + 1$ subgroups of $G$, each with order $s$, and let $F^* = \{A_0^*, A_1^*, \ldots, A_r^*\}$ be another family of $r + 1$ subgroups of $G$, each having order $st$ where $A_i \leq A_i^*$ for each $0 \leq i \leq r$.

Our geometry, which we denote $S^{(\infty)}$, is defined as follows. There are three types of points; (i) elements $g \in G$, (ii) cosets $A_i^* g$, (iii) a symbol $(\infty)$. There are two types of lines; (i) cosets $A_i g$, (ii) symbols $[A_i]$. Incidence is as follows; the symbol $(\infty)$ is incident with the $r + 1$ lines of type (ii), the $s$ cosets of $A_i^*$ are the other $s$ points on a line $[A_i]$, each point $A_i^* g$ is incident with lines corresponding to the cosets $A_i h$ that are completely contained in the coset $A_i^* g$, the remaining points on a line $A_i h$ are the group elements contained in the coset $A_i h$. The diagram in figure 1.1 may be helpful.

![Diagram](image)

**Figure 1.1:** The coset geometry $S^{(\infty)}$
Theorem 1.4.1  Let $G$ be a group of order $s^2 t$ and let $F = \{A_0, A_1, \ldots, A_t\}$ be a family of $t + 1$ subgroups, each with order $s$, and let $F^* = \{A_0^*, A_1^*, \ldots, A_t^*\}$ be another family of $t + 1$ subgroups, each having order $st$ where $A_i \leq A_i^*$ for each $0 \leq i \leq t$. Then if we build the coset geometry $S^{(\infty)}$ as prescribed above, $S^{(\infty)}$ is a GQ, having order $(s, t)$, if and only if properties $K1$ and $K2$ hold, where

$$K1: A_j A_i \cap A_k = \{id\} \text{ for all distinct } i, j, k.$$  

$$K2: A_j^* \cap A_i = \{id\} \text{ for all } i \neq j.$$

Proof:  See Theorem A.2 in Appendix A.

In the previous theorem, we call $F$ a 4-gonal family of $G$, and $\{G, F, F^*\}$ is called a Kantor family.

Let $(S^{(p)}, G)$ be an elation GQ with base point $p$ (and group $G$ of elations about $p$). Then we can obtain a 4-gonal family in the following way. To obtain the set $F^*$ we choose a point $q$ not collinear with $p$ and consider $\{p, q\}^\perp$. For each of the $t + 1$ points $x \in \{p, q\}^\perp$ define a subgroup $A_i^*$ to be the stabilizer of $x$ in $G$. Then define $A_i$ to be the stabilizer in $G$ of the line through $q$ and $x$. The set $F = \{A_0, A_1, \ldots, A_t\}$ will be a four-gonal family for $G$ with accompanying set $F^* = \{A_0^*, A_1^*, \ldots, A_t^*\}$.

Theorem 1.4.2 [28]. Suppose that $S = (\mathcal{P}, \mathcal{B}, \mathcal{I})$ is a GQ with order $(s, t)$, $s, t > 1$, with $s$ and $t$ powers of the same prime $p$. Suppose $(\infty)$ is a regular
point that is a center of transitivity, and let $H$ be the full group of whorls about $(\infty)$. Let $G$ be a Sylow $p$ subgroup of $H$. Then we have

1. $|G| = s^2 t$, or

2. $p = 2$, $|G| = 2s^2 t$, and $S$ contains a proper thick $(s, t > 1)$ sub$GQ$ of order $t$ isomorphic to $W(t)$; consequently, $s = t^2$.

1.5 Introduction to $q$-clans

There is a strong connection between flocks of a quadratic cone and generalized quadrangles. In fact, there is a large clas of $GQ$ known as flock generalized quadrangles. The connection between the two structures arises from particular sets of $2 \times 2$ matrices.
Definition 1.5.1 If we let $\vec{\alpha} = (\alpha_1, \alpha_2)$, then the matrix

$$A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$$

is said to be anisotropic provided $Q(\vec{\alpha}) := \vec{\alpha}A\vec{\alpha}^T = 0$ if and only if $\vec{\alpha} = 0$.

Theorem 1.5.2 Let $a, b, c, d \in GF(q)$ where $q = 2^e$. Then the matrix

$$A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$$

is anisotropic if and only if $tr\left(\frac{ad}{(b+c)^2}\right) = 1$, where $tr : GF(q) \to GF(2)$ is the absolute trace function.

Put $q = 2^e$ and let $X : x \mapsto x_t$, $Y : y \mapsto y_t$, and $Z : z \mapsto z_t$ be three functions from $F$ to $F$. Put

$$A_t = \begin{pmatrix} x_t & y_t \\ 0 & z_t \end{pmatrix}.$$

and define the set $\mathcal{C} = \{A_t : t \in F\}$.

Definition 1.5.3 The set $\mathcal{C}$ is a $q$-clan provided all pairwise differences $A_s - A_t$ ($s, t \in F, s \neq t$) are anisotropic.

Note: The anisotropic condition on $A_t - A_s$, with $A_t, A_s \in \mathcal{C}$, is precisely that

$$tr\left(\frac{(x_t + x_s)(z_t + z_s)}{(y_t + y_s)^2}\right) = 1$$
1.6 Some examples of $q$-clans

**Example 1.6.1 (Classical)** Let $A_t = t \begin{pmatrix} 1 & 1 \\ 0 & d \end{pmatrix}$ where $tr(d) = 1$.

To see that this is a $q$-clan look at

$$A_t - A_s = \begin{pmatrix} t - s & t - s \\ 0 & (t - s)d \end{pmatrix}$$

and notice that $tr\left(\frac{(t - s)^2 d}{(t - s)^2}\right) = tr(d) = 1$.

**Example 1.6.2 (Kantor)** $A_t = \begin{pmatrix} t & t^2 \\ 0 & t^3 \end{pmatrix}$, where $t \in \mathbb{F} = GF(q)$, $q = 2^e$, and $e$-odd.

To see that this is a $q$-clan look at

$$A_t - A_s = \begin{pmatrix} t - s & t^2 - s^2 \\ 0 & t^3 - s^3 \end{pmatrix}$$

Then we have

$$tr\left(\frac{(t - s)(s^3 - s^3)}{(t^2 - s^2)^2}\right) = tr(1) + tr\left(\frac{st}{t^2 + s^2}\right)$$

The equation $x^2 + x + 1 = 0$ has no solutions in $GF(2)$ and so its roots lie in a quadratic extension of $GF(2)$. But $e$ is odd and so $GF(4)$ is not a subfield of $\mathbb{F}$. Therefore $x^2 + x + 1$ is irreducible in $\mathbb{F}$ and hence $tr(1) = 1$. Furthermore,
the polynomial \( sx^2 + (s + t)x + t \) has the root \( x = s/(s + t) \). It follows that
\[
tr \left( \frac{st}{t^2 + s^2} \right) = 0.
\]
and Kantor’s example is indeed a \( q \)-clan.

**Example 1.6.3 (Payne) [17]**

\[ A_t = \begin{pmatrix} t & t^3 \\ 0 & t^5 \end{pmatrix}, \text{ where } t \in \mathbb{F} = GF(q), q = 2^e, \]

and \( e \) odd.

Consider the difference

\[ A_t - A_s = \begin{pmatrix} t - s & t^3 - s^3 \\ 0 & t^5 - s^5 \end{pmatrix} \]

Then
\[
tr \left( \frac{(t - s)(t^5 - s^5)}{(t^3 - s^3)^2} \right) = tr(1) + tr \left( \frac{st(s^2 + t^2)}{(t^2 + st + s^2)^2} \right)
\]

In this case \( tr(1) = 1 \) because \( e \) is odd. Furthermore, the polynomial \((st)x^2 + (s^2 + st + t^2)x + (s^2 + t^2) = 0\) has the root \( x = 1 \), and so
\[
tr \left[ st(s^2 + t^2)/(t^2 + st + s^2)^2 \right] = 1.
\]
It follows that Payne’s example is a \( q \)-clan.

### 1.7 \( q \)-Clans and Flocks

Let \( K = \{(x_0, x_1, x_2, x_3) \in PG(3, q) : x_1^2 = x_0x_2\} \). Then \( K \) is a quadratic cone in \( PG(3, q) \) with vertex \((0, 0, 0, 1)\). Recall that all quadratic cones of \( PG(3, q) \) are equivalent under the action of \( PGL(4, q) \), hence WLOG we can choose our favorite cone.
Definition 1.7.1 Let $K$ be a quadratic cone with vertex $V$. A flock of $K$ is a partition $F = \{C_t : t \in \mathbb{F}\}$ of $K \setminus \{V\}$ into $q$ pairwise disjoint conics $C_t$.

Each conic is a plane intersection $C_t = \pi_t \cap K$, where $\pi_t = [x_t, y_t, z_t, 1]^T$, and we often consider the flock to be the set of planes $\pi_t$.

Theorem 1.7.2 (J.A. Thas) [27]. If $\mathbb{F} = GF(2^e)$, let $X : t \mapsto x_t$, $Y : t \mapsto y_t$, and $Z : t \mapsto z_t$ be three functions on $\mathbb{F}$. For each $t \in \mathbb{F}$, put $\pi_t = [x_t, y_t, z_t, 1]^T$, $C_t = \pi_t \cap K$, $\mathcal{F} = \{C_t : t \in \mathbb{F}\}$. Also put $A_t \equiv \begin{pmatrix} x_t & y_t \\ 0 & z_t \end{pmatrix}$ and $C = \{A_t : t \in \mathbb{F}\}$.

Then $C$ is a $q$-clan if and only if $F$ is a flock.

Proof: The set $\mathbb{F}$ is a flock provided every two distinct conics $C_t$ and $C_s$ with $s$ different from $t$ are disjoint. If $\pi_t = [x_t, y_t, z_t, 1]^T$ and $\pi_s = [x_s, y_s, z_s, 1]^T$ are planes defining the conics $C_t$ and $C_s$, we want that $\pi_t$ and $\pi_s$ meet at a line external to $K$. Therefore, the following system:

\[
\begin{align*}
  x_tX_0 + y_tX_1 + z_tX_2 + X_3 &= 0 \\
  x_sX_0 + y_sX_1 + z_sX_2 + X_3 &= 0 \\
  X_t^2 &= X_0X_2
\end{align*}
\]

can have only the trivial solution. Subtracting the second equation from the first we get

\[
(x_t - x_s)X_0 + (y_t - y_s)X_1 + (z_t - z_s)X_2 = 0
\]

Not all of $X_0, X_1, X_2$ are zero. So assume WLOG that $X_2 \neq 0$ and divide
through by $X_2$ to get the following equation.

$$0 = (x_t - x_s) \frac{X_0}{X_2} + (y_t - y_s) \frac{X_1}{X_2} + (z_t - z_s)$$

$$= (x_t - x_s) \frac{X_0}{X_2} + (y_t - y_s) \frac{\sqrt{X_0X_2}}{X_2} + (z_t - z_s)$$

Letting $Y = \frac{\sqrt{X_0X_2}}{X_2}$ we get

$$(x_t - x_s)Y^2 + (y_t - y_s)Y + (z_t - z_s) = 0.$$ 

Since we are in even characteristic this equation has no solutions if and only if $rac{(x_t-x_s)(z_t-z_s)}{(y_t-y_s)^2}$ has trace equal to 1 for any $s, t \in \mathbb{F}$, $s \neq t$. This is exactly the condition that $C$ be a $q$-clan.

**Note:** Two flocks are **projectively equivalent** when there exists a projective semilinear map of $PG(3, q)$ leaving the cone invariant and mapping one flock to the other.

Suppose that $C = \{A_t = \begin{pmatrix} x_t & y_t \\ 0 & z_t \end{pmatrix} : t \in \mathbb{F} \}$ is a $q$-clan. It is easy to check that $C' = \{A'_t \equiv A_t - A_0 : t \in \mathbb{F} \}$ is also a $q$-clan. The $q$-clan $C$ has an associated flock $F(C) = \{\pi_t = [x_t, y_t, z_t, 1]^T : t \in \mathbb{F} \}$, and $C'$ has the associated flock $F(C') = \{\pi'_t = [x_t - x_0, y_t - y_0, z_t - z_0, 1]^T : t \in \mathbb{F} \}$. Then since $T : [x, y, z, 1]^T \mapsto [x - x_0, y - y_0, z - z_0, 1]^T$ is a projective linear map on $PG(3, q)$ that leaves the cone invariant, without loss of generality we can assume that each $q$-clan $C$ contains the zero matrix, which by convention we will label as $A_0$. 
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1.8 4-Gonal Families from q-Clans

Let $\mathbb{F} = GF(q)$ where $q = 2^e$. Put $P = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ and for $\alpha, \beta \in \mathbb{F}^2 = \mathbb{F} \times \mathbb{F}$ define $\alpha \circ \beta$ by

$$\alpha \circ \beta = \alpha P \beta^T$$

Then $(\alpha, \beta) \mapsto \alpha \circ \beta$ is a non-singular, alternating, bilinear form with the property that $\alpha \circ \beta = 0$ if and only if $\{\alpha, \beta\}$ is $\mathbb{F}$-dependent.

On the set $G^\otimes = \mathbb{F}^2 \times \mathbb{F}^2 \times \mathbb{F} = \{(\alpha, \beta, c) : \alpha, \beta \in \mathbb{F}^2, c \in \mathbb{F}\}$ define the binary operation

$$(\alpha, \beta, c) \cdot (\alpha', \beta', c') = (\alpha + \alpha', \beta + \beta', c + c' + \beta \circ \alpha')$$

This operation makes $G^\otimes$ into a group of order $q^5$ with center $Z = \{(0, 0), (0, 0), c\}$. This group has two important families of elementary abelian subgroups of order $q^3$. For $0 \neq \gamma \in \mathbb{F}^2$, put $L_\gamma = \{(\gamma \otimes \alpha, c) \in G^\otimes : \alpha \in \mathbb{F}^2, c \in \mathbb{F}\}$, and for $0 \neq \alpha \in \mathbb{F}^2$, put $R_\alpha = \{(\gamma \otimes \alpha, c) \in G^\otimes : \gamma \in \mathbb{F}^2, c \in \mathbb{F}\}$.

**Theorem 1.8.1** [8]. Each $L_\gamma$ and each $R_\alpha$ are elementary abelian groups of order $q^3$. And for nonzero $\alpha, \gamma \in \mathbb{F}^2$, $L_\gamma = L_\alpha$ (resp., $R_\gamma = R_\alpha$) if and only if $\{\alpha, \gamma\}$ are $\mathbb{F}$-dependent, so we may think of the groups $L_\gamma$ and $R_\alpha$ as indexed by the points of $PG(1, q)$.

**Note:** We use the elements of $\hat{\mathbb{F}} = \mathbb{F} \cup \{\infty\}$ to index the points of $PG(1, q)$ as follows: $\gamma_\infty = (0, 1)$ and $\gamma_t = (1, t)$ for $t \in \mathbb{F}$. 
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Let \( C = \{ A_t \equiv \begin{pmatrix} x_t & y_t \\ 0 & z_t \end{pmatrix} : t \in F \} \) be a \( q \)-clan with \( A_0 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \). Also put \( A_\infty = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \), and \( \gamma_{y_\infty} = \gamma_\infty = (0, 1) \). Then define \( g(\alpha, t) = \alpha A_t \alpha^T \) for \( t \in \bar{F} \) and \( \alpha \in F^2 \). It will be useful to recognize that

\[
g(\alpha + \beta, t) = (\alpha + \beta) A_t (\alpha + \beta)^T = g(\alpha, t) + g(\beta, t) + y_t (\alpha \circ \beta)
\]

For each \( t \in \bar{F} \) there are subgroups \( A(t) \) and \( A^*(t) \) of \( G^\circ \) defined in the following way:

\[
A(t) = \{ (\gamma_{y_t} \otimes \alpha, g(\alpha, t)) \in G^\circ : \alpha \in F^2 \} \leq A^*(t) := A(t) \cdot Z = \mathcal{L}_{\gamma_{y_t}} \leq G^\circ.
\]

It is easy to see that \( A(t) \) is a subgroup when noticing that

\[
(\gamma_{y_t} \otimes \alpha_1, g(\alpha_1, t)) \cdot (\gamma_{y_t} \otimes \alpha_2, g(\alpha_2, t)) = (\gamma_{y_t} \otimes (\alpha_1 + \alpha_2), g(\alpha_1 + \alpha_2, t))
\]

Observe also that \( A(t) \) is a subgroup of order \( q^2 \) and \( A^*(t) \) is a subgroup of order \( q^3 \). It is also helpful to see that for \( t \in \bar{F} \), a typical element of \( A(t) \) has the form

\[
(\alpha, y_t \alpha, \alpha_1^2 x_t + \alpha_1 \alpha_2 y_t + \alpha_2^2 z_t), \quad \text{where} \ \alpha = (\alpha_1, \alpha_2) \in F^2.
\]

Further, an element of \( A(\infty) \) looks like \((0, \alpha, 0)\).

**Theorem 1.8.2** [8]. Put \( J(C) = \{ A(t) : t \in \bar{F} \} \), \( J^*(C) = \{ A^*(t) : t \in \bar{F} \} \).

Then the triple \((G^\circ, J(C), J^*(C))\) is a Kantor family, i.e., \( J(C) \) is a 4-gonal family for \( G^\circ \). The associated \( GQ \) is denoted \( GQ(C) \) and is referred to as a flock \( GQ \).
Proof: We know that $Y : t \mapsto y_t$ is a permutation and so for distinct $t, u \in \mathbb{F}$ we have $y_t \neq y_u$. Showing property $K_2$ is easy when looking at two elements from $A(t)$ and $A^*(u)$ with $u \neq t$. If

$$(\alpha, y_t\alpha, \alpha_1^2x_t + \alpha_1\alpha_2y_t + \alpha_2^2z_t) = (\hat{\alpha}, y_u\hat{\alpha}, c)$$

then $\alpha = \hat{\alpha}$ which forces both to be equal to $(0,0)$ which then forces $c = 0$. Therefore, $A(t) \cap A^*(u) = (0,0,0) = \{id\}$.

Showing property $K_1$ is easy in one case. Look at $A(\infty)A(t) \cap A(u)$. Because $A_t - A_u$ is anisotropic we get this intersection being the identity.

What we need to show is that $A(s)A(t) \cap A(u)$ is the identity when none of $s, t, u$ equal $\infty$.

Suppose that for elements $(\gamma_{yt} \otimes \alpha, g(\alpha, t)) \in A(t)$ and $(\gamma_{yu} \otimes \alpha, g(\alpha, u)) \in A(u)$ we have the product

$$(\gamma_{yt} \otimes \alpha, g(\alpha, t)) \cdot (\gamma_{yu} \otimes \alpha, g(\alpha, u)) = (\alpha + \beta, y_t\alpha + y_u\beta, g(\alpha, t) + g(\beta, u) + y_t(\alpha \circ \beta))$$

is contained in $A(v)$. Then the following two conditions must be satisfied:

1. $y_t\alpha + y_u\beta = y_v(\alpha + \beta)$, or $(y_t + y_u)\alpha = (y_u + y_v)\beta = \gamma$ for some $\gamma \in \mathbb{F}^2$;
2. $g(\alpha, t) + g(\beta, u) + y_t(\alpha \circ \beta) = g(\alpha + \beta, v)$.

From condition 1, we get $\alpha = (y_t + y_u)^{-1}\gamma$ and $\beta = (y_u + y_v)^{-1}\gamma$. Then
using the definition of “◦” we now get
\[
\alpha \circ \beta = ((y_t + y_u)^{-1}\gamma)P((y_u + y_v)^{-1}\gamma)^T
\]
\[
= (y_t + y_u)^{-1}(y_u + y_v)^{-1}\gamma P\gamma^T
\]
\[
= (y_t + y_u)^{-1}(y_u + y_v)^{-1} \cdot 0
\]
\[
= 0
\]

where the third equality holds since ◦ is an alternating form. Now using condition 1, \(\alpha \circ \beta = 0\), and the equation labeled (*) for condition 2 we get
\[
0 = g(\alpha, t) + g(\beta, u) + g(\alpha, v) + g(\beta, v)
\]
\[
= (y_t + y_u)^{-2}(g(\gamma, t) + g(\gamma, v)) + (y_u + y_v)^{-2}(g(\gamma, u) + g(\gamma, v))
\]
\[
= \gamma B\gamma^T
\]

where \(B = \begin{pmatrix} X & Y \\ 0 & Z \end{pmatrix}\) is the matrix
\[
B = \begin{pmatrix}
\frac{x_t + x_v}{(y_t + y_v)^2} + \frac{x_u + x_v}{(y_u + y_v)^2} & \frac{y_t + y_v}{(y_t + y_v)^2} + \frac{y_u + y_v}{(y_u + y_v)^2} \\
0 & \frac{z_t + z_v}{(y_t + y_v)^2} + \frac{z_u + z_v}{(y_u + y_v)^2}
\end{pmatrix}
\]
Easy computations show that

\[ XZ = x_t z_t (y_v + y_u)^4 + x_u z_u (y_t + y_v)^4 + x_v z_v (y_t + y_u)^4 \]
\[ + (x_t z_u + x_u z_t) (y_v + y_t)^2 (y_v + y_u)^2 \]
\[ + (x_t z_v + x_v z_t) (y_u + y_t)^2 (y_u + y_v)^2 \]
\[ + (x_u z_v + x_v z_u) (y_u + y_t)^2 (y_v + y_t)^2 \]

and

\[ Y^2 = (y_t + y_u)^2 (y_t + y_v)^2 (y_u + y_v)^2 \]

Hence

\[
tr(XZ/Y^2) = tr \left( \frac{(x_t + x_u)(z_t + z_u)}{(y_t + y_u)^2} + \frac{(x_t + x_v)(z_t + z_v)}{(y_t + y_v)^2} + \frac{(x_u + x_v)(z_u + z_v)}{(y_u + y_v)^2} \right)
\]
\[ = tr \left( \frac{(x_t + x_u)(z_t + z_u)}{(y_t + y_u)^2} \right) + tr \left( \frac{(x_t + x_v)(z_t + z_v)}{(y_t + y_v)^2} \right) +
\]
\[ + tr \left( \frac{(x_u + x_v)(z_u + z_v)}{(y_u + y_v)^2} \right) \equiv 1 \]

since \( A_t + A_u, A_t + A_v, \) and \( A_u + A_v \) are anisotropic matrices.

We have just shown that \( B \) is an anisotropic matrix and so \( \gamma B \gamma^T = 0 \) if

and only if \( \gamma = (0, 0) \). Using \( \gamma = (0, 0) \), condition \( (i) \) forces \( \alpha = \beta = (0, 0) \). So

the only element, \((\gamma_{yt} \otimes \alpha, g(\alpha, t)) \in A(t) \) and \((\gamma_{yu} \otimes \alpha, g(\alpha, u)) \in A(u) \), whose

product is contained in \( A(v) \) is \((0, 0, 0) \), which is the identity and property \( K2 \) holds. Since both \( K1 \) and \( K2 \) hold, \( J(C) \) is a 4-gonal family for \( G^\otimes \).
1.9 A Construction of the Hermitian Surface $H(3, q^2)$

Let $\mathbb{F} = GF(q)$, where $q = 2^e$, and fix a $\delta \in \mathbb{F}$ such that $tr(\delta) = 1$. For each $t \in \mathbb{F}$, put $A_t = \begin{pmatrix} t^{1/2} \cdot \delta & t^{1/2} \\ 0 & t^{1/2} \cdot \delta \end{pmatrix}$. Then,

$$tr \left[ \frac{(s^{1/2} \delta - t^{1/2} \delta)(s^{1/2} \delta - t^{1/2} \delta)}{(s^{1/2}-t^{1/2})^2} \right] = tr(\delta^2) = tr(\delta) = 1$$

and $\mathcal{C} = \{A_t : t \in \mathbb{F}\}$ is a $q$-clan. Put $A_\infty = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$. Then as in section 1.8, for each $t \in \bar{\mathbb{F}} = \mathbb{F} \cup \infty$, define the subgroup $A(t)$ as

$$A(t) = \{(\gamma_t \otimes \alpha, g(\alpha, t)) : \alpha \in \mathbb{F}^2\}$$

Clearly, $A(t) \leq A^*(t)$ where

$$A^*(t) = \{(\gamma_t \otimes \alpha, c) : \alpha \in \mathbb{F}^2, c \in \mathbb{F}\}$$

Let $\mathcal{J}(\mathcal{C}) = \{A(t) : t \in \bar{\mathbb{F}}\}$ and $J^*(\mathcal{C}) = \{A^*(t) : t \in \bar{\mathbb{F}}\}$.

**Theorem 1.9.1 (S.E. Payne and J.A. Thas)** If $(G^\otimes, \mathcal{J}(\mathcal{C}), J^*(\mathcal{C}))$ a Kantor family, as prescribed above, let $S = GQ(\mathcal{C})$ be the corresponding $EGQ$. Then $S$ is a $GQ(q^2, q)$ isomorphic to the Hermitian surface $H(3, q^2)$.

**Proof:** See Theorem A.3 in Appendix A.
1.10 Regularity in $H(3, q^2)$

Let $Q(5, q)$ be an elliptic quadric of $PG(5, q)$. It can be shown that $Q(5, q)$ is a $GQ$ of order $(q, q^2)$.

**Theorem 1.10.1** The quadrangle $Q(5, q)$ is isomorphic to the point-line dual of $H(3, q^2)$.

**Proof:** See Theorem A.4 in Appendix A.

**Theorem 1.10.2** Any pair of lines in $Q(5, q)$ is a regular pair.

**Proof:** The 3-space defined by any pair of non-concurrent lines of $Q(5, q)$ intersects $Q(5, q)$ in an hyperbolic quadric (or regulus), and so it is clear that any pair of lines of $Q(5, q)$ is a regular pair.

**Corollary 1.10.3** Every point of $H(3, q^2)$ is a regular point.

Let $S$ be $H(3, q^2)$ with elation point $(\infty)$, as contracted by Payne. If we can find an whorl about $(\infty)$ which is not an elation and is an involution, it will follow from Theorem 1.4.2 that a Sylow$_2$ subgroup of the group of whorls about the point $(\infty)$ in $H(3, q^2)$ will have size $2q^5$. 
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2. Main Results

From here on we assume that \( q = 2^e \) and that \( S \) is the Hermitian surface \( H(3, q^2) \) constructed as in Theorem 1.9.1. Suppose that \( W \) is the entire group of whorls about the point \((\infty)\). We note that any elation group must be a 2-group, and furthermore, all Sylow 2-subgroups are conjugate in \( W \). We aim to find a Sylow 2-subgroup of \( W \) which we call \( S_2 \). Then contained in \( S_2 \) we are looking to find a subgroup \( E \leq S_2 \), of elations about \((\infty)\), such that \( E \) is not isomorphic to the regular elation group (which we will denote \( \overline{G} \)) of \( S \). Clearly, such a group will have index \([E : S_2] = 2\), and thus be normal in \( S_2 \).

2.1 Forming a Sylow\(_2\) Subgroup in the Group of Whorls

For all \((\alpha, \beta, c) \in G^\otimes\), define the map \([\alpha, \beta, c] : G^\otimes \mapsto G^\otimes \) so that 
\[(\alpha', \beta', c')^{[\alpha, \beta, c]} = (\alpha', \beta', c') \cdot (\alpha, \beta, c) = (\alpha' + \alpha, \beta' + \beta, c + c + \beta' \circ \alpha)\].

Let \( \overline{G} = \{[\alpha, \beta, c] : (\alpha, \beta, c) \in G^\otimes\} \). Then \( \overline{G} \) is the regular elation group of \( S \). Next, define the involution \( \phi : G^\otimes \mapsto G^\otimes \) so that for \((\alpha, \beta, c) \in G^\otimes\) we have 
\[(\alpha, \beta, c)^\phi = (\alpha P, \beta P, c)\]. The map \( \phi \) is a whorl of \( W \) about the point \((\infty)\). Next, consider the following computations.
\[(\alpha, \beta, c)^{\phi \circ [\alpha', \beta', c']} = (\alpha P, \beta P, c)[\alpha', \beta', c']^{\phi} = (\alpha P + \alpha', \beta P + \beta', c + c' + \beta P \circ (\alpha' P)^T)\phi = (\alpha P + \alpha', \beta P + \beta', c + c' + \beta P \circ P^T \alpha'^T)\phi = (\alpha P + \alpha', \beta P + \beta', c + c' + \beta \circ \alpha')\phi = ((\alpha P + \alpha') P, (\beta P + \beta') P, c + c' + \beta \circ \alpha') = (\alpha + \alpha' P, \beta + \beta' P, c + c' + \beta \circ \alpha') = (\alpha, \beta, c)[\alpha', \beta', c']^{\phi}\]

**Note:** Because \((\alpha P, \beta P, c) = (\alpha, \beta, c)\phi\), we will denote \([\alpha', \beta', c']\) by \([\alpha', \beta', c']^{\phi}\).

We have shown that \(\phi \circ [\alpha', \beta', c'] \circ \phi = [\alpha, \beta, c]^{\phi} \in \overline{G}\). That is, the map \(\phi\) normalizes \(\overline{G}\) in the group of whorls about \((\infty)\), and we can define the semi-direct product \(S_2 = \overline{G} \rtimes \langle \phi \rangle\).

**Remark 2.1.1** The group \(S_2\) is a Sylow_2 subgroup of \(W\).

A typical element in \(S_2\) can be identified as \([\alpha, \beta, c] \circ \phi^i\), where \(i = 0, 1\). That is, an element of \(S_2\) should be thought of as the composition of the maps \([\alpha, \beta, c]\) and \(\phi^i\). We now investigate products of elements in \(S_2\), where multiplication of elements is simply composition of functions. We have the following possible products:
1. It is trivial to see that
\[
[\alpha, \beta, c] \cdot [\alpha', \beta', c'] = [\alpha + \alpha', \beta + \beta', c + c' + \alpha' \circ \beta]
\]

Therefore, it makes sense to define the following:
\[
[(\alpha, \beta, c) \cdot (\alpha', \beta', c')] := [\alpha, \beta, c] \cdot [\alpha', \beta', c']
\]

2. It is also easy to see that
\[
[\alpha, \beta, c] \cdot [\alpha', \beta', c'] \circ \phi = [(\alpha, \beta, c) \cdot (\alpha', \beta', c')] \circ \phi
\]

3. It takes a bit more work to show that
\[
[\alpha, \beta, c] \circ \phi \cdot [\alpha', \beta', c'] \circ \phi = [(\alpha, \beta, c) \cdot (\alpha', \beta', c')]^\phi
\]

We start with
\[
(x, y, z)^{[\alpha, \beta, c] \circ \phi} = ((x + \alpha)P, (y + \beta)P, z + c + y \circ \alpha)
\]

Then we compute
\[
\begin{align*}
&\left((x + \alpha)P, (y + \beta)P, z + c + y \circ \alpha\right)^{[\alpha', \beta', c']^\phi} \\
&= \left((x + \alpha)P + \alpha', (y + \beta)P + \beta', z + c + y \circ \alpha + c' + (y + B)P \circ \alpha'\right)^\phi \\
&= \left(x + \alpha + \alpha'P, y + \beta + \beta'P, z + c + c' + y \circ \alpha + (y + \beta)P \circ \alpha'\right) \\
&= (x, y, z) \cdot g^*
\end{align*}
\]
where $g^* = (\alpha, \beta, c) \cdot (\alpha' P, \beta' P, c')$.

That is,

$$[\alpha, \beta, c] \circ \phi \cdot [\alpha', \beta', c'] \circ \phi = [(\alpha, \beta, c) \cdot (\alpha', \beta', c')^\phi]$$

4. Using the computations above we can also show the following:

$$[\alpha, \beta, c] \circ \phi \cdot [\alpha', \beta', c'] = [(\alpha, \beta, c) \cdot (\alpha', \beta', c')^\phi] \circ \phi$$

To see this we rewrite the element

$$((x + \alpha)P + \alpha', (y + \beta)P + \beta', z + c + y \circ \alpha + c' + (y + B)P \circ \alpha')$$

in the following form.

$$((x + \alpha + \alpha' P, y + \beta + \beta' P, z + c + y \circ \alpha + c' + (y + B)P \circ \alpha')^\phi$$

This can be done since $\phi$ is an involution.

Using these results we can now rewrite products of arbitrary elements of $\mathcal{S}$ in the typical representation of elements of $\mathcal{S}$ as follows.

$$[\alpha, \beta, c] \circ \phi^j \cdot [\alpha', \beta', c'] \circ \phi^i = [(\alpha, \beta, c) \cdot (\alpha', \beta', c')^\phi]^i \circ \phi^{j+i}$$

It is now easy to obtain the following theorem.
Theorem 2.1.2 Let $\mathbb{F} = GF(q)$ where $q = 2^e$. Put $P = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, and let $\mathcal{G}$ be the usual group of elations of $H(3, q^2)$ about the point $(\infty)$. If $\phi$ is the involution such that $(\alpha, \beta, c)\phi = (\alpha P, \beta P, c)$, then every non-identity element in $S_2 = \mathcal{G} \times \langle \phi \rangle$ has order two, or four.

**Proof:** Choose an arbitrary element $id \neq g = \pi(\alpha, \beta, c) \circ \phi^i \in S$. If $i$ is even then

$$g^2 = [\alpha, \beta, c] \circ \phi^i \cdot [\alpha, \beta, c] \circ \phi^i$$
$$= [\alpha, \beta, c] \cdot (\alpha, \beta, c) \circ \phi^{2i}$$
$$= [\bar{0}, \bar{0}, \beta P \alpha^T]$$

Then $g^2 = \{id\}$ iff $\{\alpha, \beta\}$ is $\mathbb{F}$-dependent, and we always have $g^4 = \{id\}$. Now suppose that $i$ is odd.

$$g^2 = [\alpha, \beta, c] \circ \phi^i \cdot [\alpha, \beta, c] \circ \phi^i$$
$$= [\alpha, \beta, c] \cdot [\alpha, \beta, c] \circ \phi^{2i}$$
$$= [\alpha + \alpha P, \beta + \beta P, \beta P \alpha^T]$$
$$= [\gamma, \sigma, \alpha_1 \beta_2 + \alpha_2 \beta_1]$$

where $\gamma = (a, a)$, $\sigma = (b, b)$, and $a = \alpha_1 + \alpha_2 \in \mathbb{F}$ and $b = \beta_1 + \beta_2 = ca$ for some $c \in \mathbb{F}$. So $\{\gamma, \sigma\}$ is an $\mathbb{F}$-dependent set and we easily see that $g^4 = id$. 
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Theorem 2.1.3 There are $q^4 - 1$ involutions in $S_2$.

**Proof:** Suppose that $\pi(\alpha, \beta, c) \circ \phi^i \in S$ has order two. Then

$$[\alpha, \beta, c] \circ \phi^i \cdot [\alpha, \beta, c] \circ \phi^i = \left[ (\alpha, \beta, c) \cdot (\alpha, \beta, c)^{\phi^i} \right] \circ \phi^{2i}$$

$$= \left[ (\alpha, \beta, c) \cdot (\alpha, \beta, c)^{\phi^i} \right]$$

$$= \left[ 0, 0, 0 \right]$$

Case 1. $i = 2k$:

$$(\alpha, \beta, c) \cdot (\alpha, \beta, c)^{\phi^i} = (\alpha, \beta, c) \cdot (\alpha, \beta, c)$$

$$= (0, 0, \beta \circ \alpha)$$

which equals zero if and only if $\{\alpha, \beta\}$ is an $F$-dependent set; i.e., $\beta = t\alpha$ for some $t \in F$. So for each fixed $\alpha \neq 0$ there are $q$ choices for each $c$ and $t$. This gives us a total of $(q^2 - 1)q^2 = q^4 - q^2$ elements of order 2.

Case 2. $i = 2k + 1$:

If $\alpha = (a_1, a_2)$ and $\beta = (b_1, b_2)$, then we get

$$[\alpha, \beta, c] \cdot (\alpha, \beta, c)^{\phi} = \left[ \left( (a_1, a_2), (b_1, b_2), c \right) \cdot \left( (a_1, a_2)P, (b_1, b_2)P, c \right) \right]$$

$$= \left[ \left( (a_1, a_2), (b_1, b_2), c \right) \cdot \left( (a_2, a_1), (b_2, b_1), c \right) \right]$$

$$= \left[ (a_1 + a_2, a_1 + a_2), (b_1 + b_2, b_1 + b_2), a_1b_2 + a_2b_1 \right]$$
This equals \([0, 0, 0]\) if and only if \(a_1 = a_2\) and \(b_1 = b_2\). So we get \(q^2 - 1\) choices for \(\alpha\) and \(\beta\), both not equal to \((0, 0)\).

Adding the two cases we get \(q^4 - 1\) involutions in \(S_2\).  

\[\square\]

**Corollary 2.1.4** There are \(2q^5 - q^4\) elements of order four in \(S_2\).

### 2.2 Elation Groups of \(H(3, q^2)\) As Subgroups of \(S_2\)

We first look into the group \(S_2\) and determine which elements are not elations about \((\infty)\).

**Theorem 2.2.1** The only elements in \(S_2\) that fix any points not collinear with \((\infty)\) are the conjugates of \(\phi\).

**Proof:** Suppose that \(Q\) is a point opposite \((\infty)\) that is fixed by \(\phi\). As \(S_2\) is a group of whorls about \((\infty)\) and \(G \leq S_2\), the size of the orbit of \(Q\) under \(S_2\) is exactly \(q^5\).

From the orbit stabilizer theorem we also know that

\[
\frac{|S_2|}{|(S_2)_Q|} = \text{size of the orbit of } Q \text{ under } S_2
\]

We immediately get \(|(S_2)_Q| = 2\). But since \(\phi \in (S_2)_Q\) we must have \((S_2)_Q = \{id, \phi\}\).
Now choose any point \( Q' \) opposite \((\infty)\). Because \( G \) acts regularly on points not collinear with \((\infty)\), there is a unique \( g \in G \) such that \( Q^g = Q' \). So \((Q')^{g\phi g^{-1}} = Q'\). Thus \( g\phi g^{-1} \in S_{Q'} \) and using the orbit-stabilizer theorem again we get \( S_{Q'} = \{id, g\phi g^{-1}\} \).

**Corollary 2.2.2** A subgroup \( E \leq S_2 \), with \(|E| = q^5\), is an elation group of \( H(3,q^2) \) if and only if \( E \) contains no conjugates of \( \phi \).

**Observation 2.2.3** See that \( g\phi g^{-1} = g\phi g^{-1}\phi^{-1}\phi = [g, \phi] \cdot \phi \). It appears that all non-elations will be in a coset of the commutator subgroup containing \( \phi \).

First we determine what the conjugates of \( \phi \) look like in the group \( S_2 \).

Let \( g = (\alpha, \beta, c) \in G^\oplus \). Its easy to show that \( g^{-1} = (\alpha, \beta, c + \beta \circ \alpha) \). Then
\[
[\alpha, \beta, c] \cdot [\alpha, \beta, c + \beta \circ \alpha] = [(\alpha, \beta, c) \cdot (\alpha, \beta, c + \beta \circ \alpha)] = \begin{bmatrix} 0, 0, 0 \end{bmatrix} = id \in S_2.
\]
So conjugates of \( \phi \) can be written as follows:
\[
[\alpha, \beta, c] \cdot \phi \cdot [\alpha, \beta, c + \beta \circ \alpha] = [\alpha, \beta, c] \cdot \begin{bmatrix} 0, 0, 0 \end{bmatrix} \circ \phi \cdot [\alpha, \beta, c + \beta \circ \alpha] \\
= [\alpha, \beta, c] \circ \phi \cdot [\alpha, \beta, c + \beta \circ \alpha] \\
= \left[(\alpha, \beta, c) \cdot (\alpha P, \beta, P, c + \beta \circ \alpha)\right] \circ \phi \\
= \left[\alpha + \alpha P, \beta + \beta P, c + \beta \circ \alpha + \beta \circ \alpha P\right] \circ \phi \\
= \left[\alpha + \alpha P, \beta + \beta P, \beta \circ \alpha + \beta \circ \alpha P\right] \circ \phi
\]

It is easy to see that \( \alpha + \alpha P = (a, a) \) and \( \beta + \beta P = (b, b) \) for some \( a, b \in \mathbb{F} \).
Furthermore, we also have $\beta \circ \alpha + \beta \circ \alpha P = ab$, so we can simplify this last term to the following
\[
\left[(a, a), (b, b), ab\right] \circ \phi
\]
It follows that there are at most $q^2$ elements in $S_2$ that are not elations.

Before we determine all elation groups contained in $S_2$ we will need some results from the theory of groups.

**Theorem 2.2.4** Given a group $G$, the commutator subgroup, $G' = [G, G]$, is a normal subgroup of $G$. Moreover, if $H \triangleleft G$, then $G/H$ is abelian if and only if $G' \leq H$.

**Proof:** For completeness we include the proof from [26].

A subgroup $G'$ is normal in $G$ if and only if for every $g \in G$, all conjugates $hgh^{-1}$ remain in $G$. Therefore, if $G' \leq G$, then $G' \triangleleft G$ if and only if $\gamma(G') \leq G'$ for every conjugation $\gamma$.

Let $f$ be a homomorphism, $f : G \mapsto G$. Then $f[a, b] = [fa, fb]$. It follows that $f(G') \leq G'$. But conjugation is a homomorphism from $G$ to $G$. So the commutator subgroup is a normal subgroup in $G$.

Next, suppose that $H \triangleleft G$. If $G/H$ is abelian then $HaHb = HbHa$ for all $a, b \in G$. So $Hab = Hba$. So, $ab(ba)^{-1} = aba^{-1}b^{-1} = [a, b] \in H$ and $G' \leq H$. Conversely, suppose that $G' \leq H$. Then $ab(ba)^{-1} \in H$ and $Hab = Hba$ which
implies \( HaHb = HbHa \).

We know that \( [S_2 : \overline{G}] = 2 \) and so \( \overline{G} \triangleleft S_2 \). Furthermore, the quotient group \( S/\overline{G} \) has order 2 and so must be cyclic and abelian. It follows that the commutator subgroup is contained in \( \overline{G} \).

It turns out that all elements that are not elations will be in the coset of the commutator subgroup containing \( \phi \). We show this and that the quotient group \( S_2/S'_2 \) is an elementary abelian group of order \( 2q^2 \). We will then be able to employ the following theorem.

**Theorem 2.2.5 (Correspondence Theorem)** Let \( K \triangleleft G \) and let \( \nu : G \rightarrow G/K \) be the natural map. Then \( S \mapsto \nu(S) = S/K \) is a bijection from the family of all the subgroups \( S \) of \( G \) which contain \( K \) to the family of all subgroups of \( G/K \). Moreover, if we denote \( S/K \) by \( S^* \), then:

1. \( T \leq S \) if and only if \( T^* \leq S^* \), and then \( [S : T] = [S^* : T^*] \);

2. \( T \triangleleft S \) if and only if \( T^* \triangleleft S^* \), and then \( S/T \cong S^*/T^* \).

This ensures that finding a subgroup of index 2 that does not contain the non-elation elements will be the same as finding a subgroup of \( S_2/S'_2 \) that does not contain the elements corresponding the commutator subgroup coset containing \( \phi \). First we form the commutator subgroup.
2.3 The Commutator Subgroup

Our main goal in this section is to show that the commutator subgroup equals the Frattini subgroup, denoted $\Phi(S_2)$, which is the intersection of all maximal subgroups. Then given this result, the quotient group $S_2/S_2'$ is elementary abelian and therefore a vector space over $GF(q)$.

We first need to form the inverse of a general element in $S$. Let $g = [\alpha, \beta, c] \circ \phi$. Then if $\alpha = (a_1, a_2)$ and $\beta = (b_1, b_2)$ we get

$$g^{-1} = \left[(a_2, a_1), (b_2, b_1), c + a_1b_2 + a_2b_1\right] \circ \phi$$

$$= \left[\alpha P, \beta P, c + \beta \circ \alpha\right] \circ \phi$$

If $g = [\alpha', \beta', c']$ then

$$g'^{-1} = \left[\alpha', \beta', c' + \beta' \circ \alpha'\right]$$

We can use this information to create all commutators. Let $g = [\alpha, \beta, c] \circ \phi^i$ and $g' = [\alpha', \beta', c'] \circ \phi^j$, and suppose that $\alpha = (a_1, a_2)$, $\alpha' = (a_1', a_2')$, $\beta = (b_1, b_2)$, and $\beta' = (b_1', b_2')$. We have a number of cases. First, if $i$ is odd and $j$ is even then

$$[g, g'] = \left[(\bar{a}, \bar{a}), (\bar{b}, \bar{b}), b'_1(a_1 + \bar{a}) + b'_2(a_2 + \bar{a}) + \beta \alpha'^T\right]$$
where \( \bar{a} = a'_1 + a'_2 \) and \( \bar{b} = b'_1 + b'_2 \). Now see that if \( \bar{a} = \bar{b} = 0 \) we get

\[
[g, g'] = \left[ 0, 0, b'_1 a_1 + b'_2 a_2 + b'_1 a'_1 + b'_2 a'_2 \right]
= \left[ 0, 0, b'_1 (a_1 + a_2) + a'_1 (b_1 + b_2) \right].
\]

But we can choose \( b'_1, b_1, b_2, a'_1, a_1, a_2 \) to obtain any element in \( \mathbb{F} \). Therefore, all possible elements of the form \([0, 0, c] \), which are all in the center of \( S_2 \), are contained in the commutator subgroup. That is, if an element \([\alpha, \beta, c] \circ \phi^i \) is in \( S'_2 \), then \([\alpha, \beta, c^*] \circ \phi^i \in S'_2 \) for all \( c^* \in \mathbb{F} \).

From now all our computations will neglect the third coordinate. If \( i \) is even and \( j \) is odd we get

\[
[g, g'] = \left[ (\hat{a}, \hat{a}), (\hat{b}, \hat{b}), * \right]
\]

where \( \hat{a} = a_1 + a_2 \) and \( \hat{b} = b_1 + b_2 \).

The next case is for \( i \) and \( j \) even. Then

\[
[g, g'] = \left[ 0, 0, * \right]
\]

The final case is for \( i \) and \( j \) both odd. We get

\[
[g, g'] = \left[ 0, 0, * \right]
\]

All products of commutators will yield an element of the form \([ (a, a), (b, b), * ] \), and we can then multiply this element by an element in the center of \( S_2 \). We have shown the following result.
Theorem 2.3.1  The commutator subgroup $S'_2$ is the set of all elements of the form
\[
[(a,a), (b,b), c], \text{ where } a, b, c \in F
\]
Furthermore, the commutator subgroup has size $q^3$.

To show that $S'_2 = \Phi(S_2)$ we need some additional group theoretic results.

Lemma 2.3.2 (Frattini Argument)  Let $K$ be a normal subgroup of a finite group $G$. If $P$ is a Sylow $p$-subgroup of $K$ (for some prime $p$), then
\[
G = KN_G(P).
\]

Proof:  For completeness we include the proof from [26].

If $g \in G$, then $gPg^{-1} \leq gKg^{-1} = K$. It follows that $gPg^{-1}$ is a Sylow $p$-subgroup of $K$, and so there exists a $k \in K$ such that $kPk^{-1} = gPg^{-1}$. Hence, $P = (k^{-1}g)P(k^{-1}g)^{-1}$, so that $k^{-1}g \in N_G(P)$. Therefore, we can factor as $g = k(k^{-1}g)$.

Lemma 2.3.3  If $G$ is a nilpotent group, then every maximal subgroup is normal in $G$.

Proof:  Let $M$ be a maximal subgroup of $G$. Since $M \leq N_G(M)$, we get $N_G(M) = G$. 
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Theorem 2.3.4 Let $G$ be a finite group.

1. $\Phi(G)$ is nilpotent.

2. If $G$ is a $p$-group, then $\Phi(G) = G'G^p$ where $G'$ is the commutator subgroup, and $G^p$ is the subgroup of $G$ generated by all $p^{th}$ powers.

3. If $G$ is a finite $p$-group, then $G/\Phi(G)$ is a vector space over $\mathbb{Z}_p$.

Proof: For completeness, we include the proof from [26].

1. Let $P$ be a Sylow $p$-subgroup of $\Phi(G)$ for some $p$. Then since $\Phi(G) \triangleleft G$, the Frattini argument gives $G = \Phi(G)N_G(P)$. But $\Phi(G)$ consists of non-generators, and so $G = N_G(P)$. So $P \triangleleft G$ implies that $P \triangleleft \Phi(G)$. Since $P$ was an arbitrary Sylow $p$-subgroup we must have $\Phi(G)$ the direct product of its Sylow $p$-subgroups. But all $p$-groups are nilpotent, and their direct product is then also nilpotent, and $\Phi(G)$ is nilpotent.

2. If $M$ is a maximal subgroup of $G$, then $M \triangleleft G$ and $[G : M] = p$. Thus $G/M$ is abelian and $G' \leq M$; moreover, $G/M$ has exponent $p$, so that $x^p \in M$ for all $x \in G$. Therefore, $G'G^p \in \Phi(G)$.

3. $|G| = p^n$. Since $G'G^p = \Phi(G)$, and hence $G' \leq \Phi(G)$, the quotient group $G/\Phi(G)$ is an abelian group. If $M$ is any maximal subgroup it must have order $p^{n-1}$ and so $|G/M| = p$. So the coset $Mx$ has order $p$ and so $M = (Mx)^p = Mx^p$ and $x^p \in M$. Now consider the coset $\Phi(G)x$ where $x \in G$. From above we have
$x^p \in \Phi(G)$ for all $x \in G$. It follows that $(\Phi(G)x)^p = \Phi(G)$ and $G/\Phi(G)$ is elementary abelian.

\section{The Quotient Group $S_2/S'_2$}

**Theorem 2.3.5** The quotient group $S_2/S'_2$ is a vector space over $GF(2)$.

**Proof:** $S_2$ is a 2-group, and so we show that for every $g \in S$, we have $g^2 \in S'_2$. If $g \in S_2$ has order 2, then $g^2 \in S'_2$. If $g \in S$ has order 4, we have already shown that $g^2 = [(a,a), (b,b), c]$ where $a, b, c \in F$. It is easy to see that the subgroup generated by all squares of elements in $S$ is contained in the commutator subgroup. So by Theorem 2.3.4 we get $S'_2 = \Phi(S_2)$ and $S_2/S'_2$ is a vector space over $\mathbb{Z}_2$.

**2.4 The Quotient Group $S/S'$**

Elements in the quotient group will be representatives of the cosets of $S'_2$. We can choose the representatives of the form $[(0,a),(0,b),0] \circ \phi^i$ which would give us $2q^2 = |S_2/S'_2|$ representatives in $S_2/S'_2$. It is easy to see that each representative is in a different coset of $S'_2$. Furthermore, we will denote each of these coset representatives as triples $(a, b, i)$ where $a, b \in GF(q)$ and $i \in \mathbb{Z}_2$. Then we can define the group operation in $S_2/S'_2$ by

$$(a, b, i) \cdot (c, d, j) = (a + c, b + d, i + j)$$

where addition is in the appropriate field. We note that $(0, 0, 1) \in S_2/S'_2$ corresponds to the coset containing $\phi$. 
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2.5 Looking for Hyperplanes

Let $q = 2^e$ and treat $\mathbb{F} = GF(q)$ as an $e$-dimensional vector space over $GF(2)$. Then for a fixed $\zeta \in GF(q)^*$, the map

$$tr_\zeta(x) = \sum_{i=0}^{e-1} (\zeta x)^{2^i}$$

is a linear functional; i.e., $tr_\zeta : GF(q) \mapsto GF(2)$. Letting $\zeta$ vary over $\mathbb{F}^*$ gives us exactly $q - 1$ non-zero linear functionals on $\mathbb{F}$. Given a linear map $T$ on a vector space $V$ we always have $\dim(V) = \dim \text{null}(T) + \dim \text{range}(T)$. But $\text{range}(tr_\zeta)$ is a one dimensional subspace, and so $\text{null}(T)$ is a hyperplane in $\mathbb{F}$. So for each $\zeta \in \mathbb{F}^*$ there is a unique hyperplane in $\mathbb{F}$. So we have $q - 1$ distinct hyperplanes. But each hyperplane corresponds to a non-zero vector in $\mathbb{F}$ and there are exactly $q - 1$ such vectors in $GF(q)$. Hence $\{tr_\zeta : \zeta \in \mathbb{F}^*\}$ gives us all linear functionals on $GF(q)$.

Now choose a triple $(a, b, i) \in S_2/S'_2$. This is a vector space over $GF(2)$. Furthermore, the map

$$\Theta_{\zeta, \sigma}(a, b, i) = tr_\zeta(a) + tr_\sigma(b) + i$$

is a linear functional from $S_2/S'_2$ onto $GF(q)$. The kernel is a hyperplane and it is easy to see that the vector $(0, 0, 1)$ is not in the kernel of $\Theta_{\zeta, \sigma}$. This gives us $q^2$ hyperplanes of $S_2/S'_2$ without the forbidden element $(0, 0, 1)$. 
If we then define the map $\Theta_{\zeta,\sigma}(a, b, i) = \text{tr}_\zeta(a) + \text{tr}_\sigma(b)$ we get the other $q^2$ hyperplanes of $S_2/S_2'$, each one containing the element $(0, 0, 1)$. We have accounted for all $2q^2$ linear functionals on $S_2/S_2'$. It follows that all elation subgroups of $S_2$ will correspond to the $q^2$ hyperplanes from the kernels of the maps $\Theta_{\zeta,\sigma}$. It is worth noting that when $\zeta = \sigma = 0$ the elation group is the familiar example.

We can now give an explicit description of all elation groups in the Sylow 2-subgroup $S_2$ of the group of whorls of $H(3, q^2)$. The hyperplanes in $S_2/S_2'$ are the kernels of the maps $\Theta_{\zeta,\sigma}$. In other words, for a fixed pair, $\zeta, \sigma \in GF(q)$ (both not zero) one hyperplane is the set of all $(a, b, i) \in S_2/S_2'$ such that $\theta_\zeta(a) + \theta_\sigma(b) + i = 0$. To pull back to the original group $S_2$ we simply ask which coset of $S_2'$ contains the general element $[(a_1, a_2), (b_1, b_2), c] \circ \phi^i$. It is the coset $S_2' \cdot [(0, a_2 + a_1), (0, b_2 + b_1), 0] \phi^i$. This is summarized in the following theorem.

**Theorem 2.5.1** Let $S_2$ be the above mentioned Sylow 2-subgroup of the group of whorls of $H(3, q^2)$. Fix two elements $\zeta, \sigma \in GF(q)$ and put $\Theta_{\zeta,\sigma}(a, b, i) = \text{tr}_\zeta(a) + \text{tr}_\sigma(b) + i$. Then there is an elation group $E_{\zeta,\sigma} \leq S_2$ where

$$E_{\zeta,\sigma} = \left\{ [(a_1, a_2), (b_1, b_2), c] \circ \phi^i : \Theta_{\zeta,\sigma}(a_1 + a_2, b_1 + b_2, i) = 0 \right\}$$

For each case where at least one of $\zeta$ or $\sigma$ is non-zero, we will call these corresponding $q^2 - 1$ elation groups of $H(3, q^2)$ “exotic” elation groups. When $\zeta = \sigma = 0$ we will call the group the “familiar” elation group of $H(3, q^2)$.
We will say that the ordered pair \( \{ \zeta, \sigma \} \) defines the group \( E \). We would like to simplify the notation. Fix \( \zeta, \sigma \in GF(q) \), and for each pair \( \alpha, \beta \in GF(q) \times GF(q) \), define the function \( \overrightarrow{\alpha + \beta} : GF(q) \times GF(q) \rightarrow GF(2) \) to be \( \overrightarrow{\alpha + \beta} = tr_\zeta(\alpha) + tr_\sigma(\beta) \). If we then use the notation

\[
\overrightarrow{a^{\alpha + \beta}} = a^{P^{\alpha + \beta}}
\]

we can redefine the group \( E_{\zeta, \sigma} \) as

\[
E_{\zeta, \sigma} = \left\{ [\alpha, \beta, c]_{\zeta, \sigma} : \alpha, \beta \in GF(q) \times GF(q), c \in GF(q) \right\}
\]

with the group operation

\[
[\alpha, \beta, c]_{\zeta, \sigma} \cdot [\alpha', \beta', c']_{\zeta, \sigma} = [\alpha + a^{\alpha + \beta}, \beta + b^{\alpha + \beta}, c + c' + a^{\alpha + \beta}P^{\beta T}]_{\zeta, \sigma}
\]

Next we show that these exotic elation groups are not isomorphic to the familiar elation group.

### 2.6 Lower central Series

**Definition 2.6.1** Set \( \Gamma_1(G) = G \), and \( \Gamma_2(G) = [G, G] \). Inductively define \( \Gamma_n = [\Gamma_{n-1}(G), G] \). The **lower central series** of a nilpotent group \( G \) is the normal series

\[
G = \Gamma_1(G) \supseteq \Gamma_2(G) \supseteq \Gamma_3(G) \cdots \Gamma_n(G) = \{id\}
\]

The length of the lower central series is the number of strict inclusions in the series. If the length of the series is \( n \) we say the group \( G \) has **nilpotency class** \( n \). If two groups have different length central series then the two groups
are non-isomorphic. This follows since for any group automorphism $\sigma$ we have $\sigma[a, b] = [\sigma(a), \sigma(b)]$.

Every $p$-group is nilpotent and has a lower central series. The group $\overline{G}$ has class 2 since $\overline{G}' = [\overline{G}, \overline{G}] = Z(\overline{G})$ and every element in the commutator has order 2. We note that the group $S_2$ has nilpotency class greater than 2, since $S_2'$ is not abelian. We are interested in showing that each of these exotic elation groups has nilpotency class 3.

**Observation 2.6.2** Let $E = E_{\zeta, \sigma} \leq S_2$ be an exotic elation group of $H(3, q^2)$. Then

$$E' = [E, E] = \left\{ [(a, a), (b, b), c] : c \in GF(q) \text{ and } tr_\zeta(a) + tr_\sigma(b) = 0 \right\}$$

**Proof:** We have already verified that $S_2' = \{ [(a, a), (b, b), c] : a, b, c \in F \}$, and clearly $E' \subseteq S_2'$.

Put $g = [(a_1, a_2), (b_1, b_2), c] \circ \phi^i$ and $g' = [(a'_1, a'_2), (b'_1, b'_2), c'] \circ \phi^j$. If $i$ and $j$ are both odd, or both even, then $[g, g'] = [(0, 0), (0, 0), (0, 0)]$. If $i$ is odd and $j$ is even, then $[g, g'] = [(a^*, a^*), (b^*, b^*), (0, 0)]$ where $a^* = a'_1 + a'_2$ and $b^* = b'_1 + b'_2$. Since $g' \in E_{\zeta, \sigma}$ we have $tr_\zeta(a^*) + tr_\sigma(b^*) = 0$. The case with $i$ even and $j$ odd is the same. This completes the proof.

**Note:** It is easy to see that $|E_{\zeta, \sigma}'| = q^3/4$. 
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Theorem 2.6.3 Let \( E = E_{\zeta, \sigma} \leq S_2 \) be an exotic elation group of \( H(3, q^2) \). Then \( E \) has nilpotency class 3.

Proof: We show this for \( E = E_{1,1} \). The proof follows since \( \{id\} \neq \Gamma_3(E) = [E', E] \in Z(E) \) whence \( \Gamma_4(E) = \{id\} \). To show this consider \( \Gamma_3(E) = \{[g, g'] : g \in E', g' \in E\} \). Let \( g = [(a, a), (b, b), c] \) and \( g' = [(\alpha_1, \alpha_2), (\beta_1, \beta_2), d] \circ \phi \). Then

\[
\begin{align*}
gg'g'^{-1}g^{-1} &= [(a, a), (b, b), c] \cdot [(\alpha_1, \alpha_2), (\beta_1, \beta_2), d] \circ \phi \cdot [(a, a), (b, b), c] \\
&= [(a + \alpha_1, a + \alpha_2), (b + \beta_1, b + \beta_2), *] \circ \phi \\
&= [(0, 0), (0, 0), *] \\
&= [0, 0, *] \\
&\in Z(E)
\end{align*}
\]

Similar computations show that when \( g' = \pi [(\alpha_1, \alpha_2), (\beta_1, \beta_2), d] \) we still get \( gg'g'^{-1}g^{-1} \in Z(E) \).

So we get the lower central series

\[
E = \Gamma_1(E) \supset \Gamma_2(E) \supset \Gamma_3(E) \supset \Gamma_4(E) = \{id\}
\]

The proof for all \( E_{\zeta, \sigma} \neq E_{0,0} \) will follow once we show that \( E_{\zeta, \sigma} \cong E_{\zeta', \sigma'} \) when at least one of \( \zeta, \sigma \) are not equal to zero.

\[\blacksquare\]
Theorem 2.6.4  All of the \( q^2 - 1 \) “exotic” elation groups of \( H(3, q^2) \) are pairwise isomorphic.

Proof:

We saw in Appendix B that if \( \phi = q \), then

\[
W_2 = \left\{ \begin{pmatrix} 1 & \alpha & \beta & \mu \\ 0 & 1 & 0 & \bar{\beta} \\ 0 & 0 & 1 & \bar{\alpha} \\ 0 & 0 & 0 & 1 \end{pmatrix} \circ \phi^i \in \mathrm{PGU}(4, q^2) : \mu + \bar{\mu} + \alpha \bar{\beta} + \beta \bar{\alpha} = 0 \right\}
\]

is a unitary representation of a Sylow_2 subgroup of the group of whorls about the point \( p = (0, 0, 0, 1) \) in \( H(3, q^2) \). We will use the following representation of this group.

\[
W_2 = \{ [\alpha, \beta, \mu] \circ \phi^i : \alpha \bar{\beta} + \beta \bar{\alpha} + \mu + \bar{\mu} = 0 \}
\]

with group operation

\[
[\alpha, \beta, \mu] \circ \phi^i \ast [\alpha', \beta', \mu'] \circ \phi^j = [\alpha + \alpha'^{\phi^i}, \beta + \beta'^{\phi^i}, c + c'^{\phi^i} + \alpha (\bar{\beta}')^{\phi^i} + \beta (\bar{\alpha}')^{\phi^i}] \circ \phi^{i+j}
\]

Let \( x = (1, a, b, c) \in P \setminus \{p^1\} \). Then, for any \( id \neq g \in W_2 \) we have

\[
x^g = (1, (a + \alpha)^{q^i}, (b + \beta)^{q^i}, (c + \mu + a \bar{\beta} + b \bar{\alpha})^{q^i})
\]

If \( i = 0 \), then \( x^g \neq x \). If \( i = 1 \), then \( x^g = x \) only if \( \alpha = a, \beta = b, \) and \( \mu = 0 \). That is, \( g \) is not an elation only if \( \alpha, \beta \in GF(q), \mu = 0, \) and \( i = 1 \).
When we compute the commutator subgroup of \( W_2 \) we get

\[ W'_2 = \{ [a, b, c] : a, b, c \in GF(q) \} \]

So all non-elations in \( W_2 \) will be contained in the coset of the commutator subgroup containing \( \phi \).

We have \( 2q^2 \) distinct coset representatives of \( W_2/W'_2 \) listed below (split into two sets of size \( q^2 \)).

\[ \{ [\alpha, \beta, 0] : \alpha = (0, h), \beta = (0, k), h, k \in GF(q) \} \]

\[ \{ [\alpha, \beta, 0] \circ \phi : \alpha = (0, h), \beta = (0, k)h, k \in GF(q) \} \]

Since \( GF(q^2) \cong GF(q) \times GF(q) \), there are no problems when considering each matrix entry to be in \( GF(q) \times GF(q) \). Suppose that \( \delta \in GF(q) \) with \( tr(\delta) = 1 \), and let \( i \) be a root of the polynomial \( x^2 + x + \delta \). Then \( i^q = i + 1 \) is also a root of the polynomial. We can let any element in \( \alpha \in GF(q) \times GF(q) \) be represented as \( \alpha = a + bi \), where \( a, b \in GF(q) \). It then easily follows that \( tr(b) = tr(\alpha + \alpha^q) \).

Furthermore, we already know that \( W_2/W'_2 \) is a vector space over \( GF(2) \). So if \( \alpha = (\alpha_1, \alpha_2) \in GF(q) \times GF(q) \), and for some \( \zeta \in GF(q) \) we let \( T_\zeta(\alpha) = tr_\zeta(\alpha_1 + \alpha_2) \), we can define the \( q^2 \) linear functionals

\[ T^* : W_2/W'_2 \mapsto GF(2) : [\alpha, \beta, 0] \circ \phi^i \mapsto T_\zeta(\alpha) + T_\sigma(\beta) + i \]
The element \([0, 0, 0] \circ \phi \) is in the kernel of \(T^*\). It follows that

\[ E_{\zeta, \sigma} = \{ [\alpha, \beta, \mu] \circ \phi^{T_\zeta(\alpha)/T_\sigma(\beta)} \} \]

are \(q^2\) elation groups of \(H(3, q^2)\) about \(p\). There are exactly \(q^2\) elation groups about \(p\) in \(W_2\), and each \(E_{\zeta, \sigma} \neq E_{0,0}\) must be one of the exotic elation groups about \(p\).

As before, for a fixed \(\zeta, \sigma \in GF(q)\), we will use the notation

\[ a^{\zeta_{\alpha + \beta}} = a^{\phi^{T_\zeta(\alpha)/T_\sigma(\beta)}} \]

and redefine the group \(E_{\zeta, \sigma}\) as

\[ E_{\zeta, \sigma} = \{ [\alpha, \beta, \mu]_{\zeta, \sigma} : \alpha \bar{\beta} + \beta \bar{\alpha} + \mu + \bar{\mu} = 0 \} \]

with the following group operation.

\[ [\alpha, \beta, \mu]_{\zeta, \sigma} * [\alpha', \beta', \mu']_{\zeta, \sigma} = \]

\[ \left[ \alpha + \alpha'^{\zeta_{\alpha + \beta}}, \beta + \beta'^{\zeta_{\alpha + \beta}}, \mu + \mu'^{\zeta_{\alpha + \beta}} + \alpha(\bar{\beta}')^{\zeta_{\alpha + \beta}} + \beta(\bar{\alpha}')^{\zeta_{\alpha + \beta}} \right]_{\zeta, \sigma} \]

Put \(a^{\frac{1}{\alpha + \beta}} = a^\bar{\alpha},\ a^{\frac{0}{\alpha + \beta}} = a^\bar{\beta},\) and \(a^{\frac{1}{\alpha + \beta}} = a^{\alpha + \beta},\) and define the map \(\Phi\) so that

\[ \Phi : [\alpha, \beta, \mu]_{1,0} \longrightarrow [\alpha + \beta, \beta, \mu]_{1,1} \]

We show that \(\Phi\) is a group isomorphism between \(E_{1,0}\) and \(E_{1,1}\), keeping in mind that \(\Phi\) does not effect the required relationship on \(\alpha, \beta, \mu\).
Next define the map \( \Phi^* \) so that

\[
\Phi^* : [\alpha, \beta, \mu]_{1,0} \mapsto [\beta, \alpha, \mu]_{0,1}
\]

We show that \( \Phi^* \) is a group isomorphism between \( E_{1,0} \) and \( E_{0,1} \), keeping in mind that \( \Phi^* \) does not affect the required relationship between \( \alpha, \beta, \mu \).
\[
\left( [\alpha, \beta, \mu]_{1,0} \right)^{\Phi^*} \ast \left( [\alpha', \beta', \mu']_{1,0} \right)^{\Phi^*}
= [\beta, \alpha, \mu]_{0,1} \ast [\beta', \alpha', \mu]_{0,1}
= [\beta + \beta^{\hat{\alpha}}, \alpha + \alpha^{\hat{\alpha}}, \mu + \mu^{\hat{\alpha}} + \alpha(\bar{\beta})^{\hat{\alpha}} + \beta(\bar{\alpha})^{\hat{\alpha}}]_{0,1}
\]

Next, for \( \delta \in GF(q)^* \) define the map \( \Phi_\delta \) so that
\[
\Phi_\delta : [\alpha, \beta, \mu]_{1,0} \longmapsto [\delta^{-1} \alpha, \delta^{-1} \beta, \delta^{-2} \mu]_{\delta,0}
\]
We show that \( \Phi_\delta \) is a group isomorphism between \( E_{1,0} \) and \( E_{\delta,0} \), keeping in mind that \( \Phi_\delta \) does not affect the required relationship between \( \alpha, \beta, \mu \).

\[
\left( [\alpha, \beta, \mu]_{1,0} \ast [\alpha', \beta', \mu']_{1,0} \right)^{\Phi_\delta}
= \left( [\alpha + \alpha^{\hat{\alpha}}, \beta + \beta^{\hat{\alpha}}, \mu + \mu^{\hat{\alpha}} + \alpha(\bar{\beta})^{\hat{\alpha}} + \beta(\bar{\alpha})^{\hat{\alpha}}]_{1,0} \right)^{\Phi_\delta}
= [\delta^{-1}(\alpha + \alpha^{\hat{\alpha}}), \delta^{-1}(\beta + \beta^{\hat{\alpha}}), \delta^{-2} \mu + \delta^{-2} \mu^{\hat{\alpha}} +
\quad + \delta^{-2} \alpha(\bar{\beta})^{\hat{\alpha}} + \delta^{-2} \beta(\bar{\alpha})^{\hat{\alpha}}]_{\delta,0}
\]

\[
\left( [\alpha, \beta, \mu]_{1,0} \right)^{\Phi_\delta} \ast \left( [\alpha', \beta', \mu']_{1,0} \right)^{\Phi_\delta}
= [\delta^{-1} \alpha, \delta^{-1} \beta, \delta^{-2} \mu]_{\delta,0} \ast [\delta^{-1} \alpha', \delta^{-1} \beta', \delta^{-2} \mu']_{\delta,0}
= [\delta^{-1}(\alpha + \alpha^{\hat{\alpha}}), \delta^{-1}(\beta + \beta^{\hat{\alpha}}), \delta^{-2} \mu + \delta^{-2} \mu^{\hat{\alpha}} +
\quad + \delta^{-2} \alpha(\bar{\beta})^{\hat{\alpha}} + \delta^{-2} \beta(\bar{\alpha})^{\hat{\alpha}}]_{\delta,0}
\]

\[
= [\delta^{-1}(\alpha + \alpha^{\hat{\alpha}}), \delta^{-1}(\beta + \beta^{\hat{\alpha}}), \delta^{-2} \mu + \delta^{-2} \mu^{\hat{\alpha}} +
\quad + \delta^{-2} \alpha(\bar{\beta})^{\hat{\alpha}} + \delta^{-2} \beta(\bar{\alpha})^{\hat{\alpha}}]_{\delta,0}
\]
It is easy to see that $\Phi_\delta$ is also an isomorphism between $E_{0,1}$ and $E_{0,\delta}$. Next define the map $\Phi_{\zeta,\sigma}$ such that

$$\Phi_{\zeta,\sigma} : [\alpha, \beta, \mu]_{1,1} \mapsto [\zeta^{-1}\alpha, \sigma^{-1}, \zeta^{-1}\sigma^{-1}\mu]_{\zeta,\sigma}$$

We show that $\Phi_{\zeta,\sigma}$ is a group isomorphism, keeping in mind that $\Phi_{\zeta,\sigma}$ does not affect the required relationship between $\alpha, \beta, \mu$.

$$\left([\alpha, \beta, \mu]_{1,1} * [\alpha', \beta, \mu']_{1,1}\right)^{\Phi_{\zeta,\sigma}}$$

$$= \left([\alpha + \alpha^\zeta, \beta + \beta^\zeta, \mu + \mu^\zeta + \alpha(\beta^\zeta + \beta(\alpha^\zeta)]_{1,1}\right)^{\Phi_{\zeta,\sigma}}$$

$$= [\zeta^{-1}(\alpha + \alpha^\zeta), \sigma^{-1}(\beta + \beta^\zeta), \zeta^{-1}\sigma^{-1}(\mu + \mu^\zeta + \alpha(\beta^\zeta + \beta(\alpha^\zeta)]]_{\zeta,\sigma}$$

$$\left([\alpha, \beta, \mu]_{1,1}\right)^{\Phi_{\zeta,\sigma}} * \left([\alpha', \beta', \mu']_{1,1}\right)^{\Phi_{\zeta,\sigma}}$$

$$= [\zeta^{-1}\alpha, \sigma^{-1}\beta, \zeta^{-1}\sigma^{-1}\mu]_{\zeta,\sigma} * [\zeta^{-1}\alpha', \sigma^{-1}\beta', \zeta^{-1}\sigma^{-1}\mu']_{\zeta,\sigma}$$

$$= [\zeta^{-1}(\alpha + \alpha^\zeta), \sigma^{-1}(\beta + \beta^\zeta), \zeta^{-1}\sigma^{-1}(\mu + \mu^\zeta + \alpha(\beta^\zeta + \beta(\alpha^\zeta))^\zeta]_{\zeta,\sigma}$$

$$= [\zeta^{-1}(\alpha + \alpha^\zeta), \sigma^{-1}(\beta + \beta^\zeta), \zeta^{-1}\sigma^{-1}(\mu + \mu^\zeta + \alpha(\beta^\zeta + \beta(\alpha^\zeta)]_{\zeta,\sigma}$$

The isomorphisms $\Phi, \Phi^*, \Phi_\delta, \Phi_{\zeta,\sigma}$ show that all $q^2 - 1$ exotic elation groups are isomorphic. That is, there are exactly two elation groups of $H(3, q^2)$, up to isomorphism.

Although we have shown isomorphism, to satisfy curiosity, we mention some other isomorphisms between these exotic elation groups in the original represen-
tation of the exotic elation groups.

**Theorem 2.6.5** Let \( s, t \) be distinct non-zero elements of \( GF(q) \). Then if \( t = s^2 \in GF(q) \), the two elation groups \( E_{t,\zeta,\zeta} \) and \( E_{s,\zeta,s^{-1}t,\zeta} \) are isomorphic under the map

\[
\Delta : \begin{bmatrix} \alpha, \beta, c \end{bmatrix} \circ \phi^i \mapsto \begin{bmatrix} \delta \alpha, \delta^{-1} \beta, c \end{bmatrix} \circ \phi^i
\]

This gives us \( q - 1 \) orbits of size \( q - 1 \).

**Proof:** Suppose that \( t = s^2 \in GF(q)^* \) and consider the map:

\[
\Delta : \begin{bmatrix} \alpha, \beta, c \end{bmatrix} \circ \phi^i \mapsto \begin{bmatrix} \delta \alpha, \delta^{-1} \beta, c \end{bmatrix} \circ \phi^i
\]

Then \( \Delta \) is a group isomorphism of \( S_2 \).

Recall that

\[
E_{t,\zeta,\zeta} = \left\{ \left[ (a_1, a_2), (b_1, b_2), c \right] \circ \phi^i : \Theta_{t,\zeta,\zeta}(a_1 + a_2, b_1 + b_2, i) = 0 \right\}
\]

\[
= \left\{ \left[ (a_1, a_2), (b_1, b_2), c \right] \circ \phi^i : \Theta_{\delta(s\zeta),\zeta,\delta^{-1}(\delta\zeta)}(a_1 + a_2, b_1 + b_2, i) = 0 \right\}
\]

\[
= \left\{ \left[ (a_1, a_2), (b_1, b_2), c \right] \circ \phi^i : \Theta_{(s\zeta),\zeta,\delta^{-1}t\zeta}(\delta[a_1 + a_2], \delta^{-1}[b_1 + b_2], i) = 0 \right\}
\]
We now apply $\Delta$ to an elation group $E_{t\zeta,\zeta}$.

$$
\Delta[E_{t\zeta,\zeta}]
$$

$$
= \left\{ \left[ \delta(a_1, a_2), \delta^{-1}(b_1, b_2), c \right] \circ \phi^i : \Theta_{t\zeta,\zeta}(a_1 + a_2, b_1 + b_2, i) = 0 \right\}
$$

$$
= \left\{ \left[ \delta(a_1, a_2), \delta^{-1}(b_1, b_2), c \right] \circ \phi^i : \Theta_{s\zeta, s^{-1}t\zeta} s^{-1}t\zeta \left( \delta[a_1 + a_2], \delta^{-1}[b_1 + b_2], i \right) = 0 \right\}
$$

$$
= \left\{ \left[ (x_1, x_2), (y_1, y_2), c \right] \circ \phi^i : \Theta_{s\zeta, s^{-1}t\zeta} (x_1 + x_2, y_1 + y_2, i) = 0 \right\}
$$

$$
= E_{s\zeta, s^{-1}t\zeta}
$$

Hence $E_{t\zeta,\zeta} \cong E_{s\zeta, (s^{-1}t)\zeta}$.

Next suppose that $E_{s\zeta, s^{-1}t\zeta} = E_{t\beta, \beta}$ for any $t \in GF(q)$ and $\beta, \zeta \in GF(q)$.

Then $s = t\beta\zeta^{-1}$, and

$$
 s^{-1}t\zeta = (t\beta\zeta^{-1})^{-1}t\zeta
$$

$$
= t^{-1}\beta^{-1}\zeta t\zeta
$$

$$
= \beta^{-1}\zeta^2
$$
But this equals $\beta$ if and only if $\zeta = \beta$. That is, under the map $\Delta$, $E_{t,\zeta,\zeta}$ is not the image of $E_{t,\zeta,\beta}$ for any $t \in GF(q)^*$ when $\beta \neq \zeta$. This gives us $q - 1$ orbits for each $t \in GF(q)^*$, each orbit containing $q - 1$ groups for each $\delta \in GF(q)^*$. 

\textbf{Theorem 2.6.6} Let $\zeta, \sigma$ be distinct non-zero elements of $GF(q)$. Then if $\zeta = \sigma \delta \in GF(q)$, $E_{\zeta,0} \cong E_{\sigma,0}$ and $E_{0,\zeta} \cong E_{0,\sigma}$ under the map 

$$\Delta : [\alpha, \beta, c] \circ \phi \mapsto [\delta \alpha, \delta^{-1} \beta, c] \circ \phi$$

This gives us 2 orbits of size $q - 1$.

**Proof:** Recall the following group isomorphism:

$$\Delta : [\alpha, \beta, c] \circ \phi \mapsto [\delta \alpha, \delta^{-1} \beta, c] \circ \phi$$

Then since $\zeta = \sigma \delta$ for some $\delta \in GF(q)$ we get

$$E_{0,\zeta} = \left\{ [a_1, a_2, b_1, b_2, c] \circ \phi : \Theta_{0,\zeta}(a_1 + a_2, b_1 + b_2, i) = 0 \right\}$$

$$= \left\{ [a_1, a_2, b_1, b_2, c] \circ \phi : \Theta_{0,\delta^{-1}}(a_1 + a_2, b_1 + b_2, i) = 0 \right\}$$

$$= \left\{ [a_1, a_2, b_1, b_2, c] \circ \phi : \Theta_{0,\sigma}(\delta(a_1 + a_2), \delta^{-1}(b_1 + b_2), i) = 0 \right\}$$

Using the same argument as in the previous theorem we get

$$\Delta [E_{0,\zeta}] = \left\{ [\delta(a_1, a_2, b_1, b_2, c) \circ \phi : \Theta_{0,\zeta}(\delta(a_1 + a_2), \delta^{-1}(b_1 + b_2), i) = 0 \right\}$$

$$= \left\{ [x_1, x_2, y_1, y_2, c] \circ \phi : \Theta_{0,\sigma}(x_1 + x_2, y_1 + y_2, i) = 0 \right\}$$

$$= E_{0,\sigma}$$
Since for all $\zeta, \sigma \in GF(q)^*$ there is some $\delta$ such that $\zeta = \sigma \delta$, we must have $E_{0,\zeta} \cong E_{0,\sigma}$ for all non-zero $\zeta, \sigma \in GF(q)$. Similar computations show that $E_{\zeta,0} \cong E_{\sigma,0}$ for all non-zero $\zeta, \sigma \in GF(q)$.

We have partitioned the $q^2 - 1$ exotic elation groups into $q + 1$ orbits of size $q - 1$. We will list the orbits as $[E_{t_1\zeta,\zeta}], \ldots, [E_{t_{q-1}\zeta,\zeta}], [E_{1,0}], [E_{0,1}]$, where $t_i$ ranges over $GF(q)^*$. Next, consider the map

$$\overline{\Delta} : [\alpha, \beta, c] \circ \phi^i \mapsto [\delta \alpha, \delta \beta, \delta^2 c] \circ \phi^i$$

Now consider the following elation group where $\zeta = \beta \cdot \delta$.

$$E_{t\zeta,\zeta} = \left\{ [(a_1, a_2), (b_1, b_2), c] \circ \phi^i : \Theta_{t\zeta,\zeta}(a_1 + a_2, b_1 + b_2, i) = 0 \right\}$$

$$= \left\{ [(a_1, a_2), (b_1, b_2), c] \circ \phi^i : \Theta_{t\beta,\delta}(a_1 + a_2, b_1 + b_2, i) = 0 \right\}$$

$$= \left\{ [(a_1, a_2), (b_1, b_2), c] \circ \phi^i : \Theta_{t\beta,\delta}(\delta(a_1 + a_2), \delta(b_1 + b_2), i) = 0 \right\}$$

\[\Downarrow\]

$$\overline{\Delta} [E_{t\zeta,\zeta}] = \left\{ [\delta(a_1, a_2), \delta(b_1, b_2), \delta c] \circ \phi^i : \Theta_{t\beta,\delta}(\delta(a_1 + a_2), \delta(b_1 + b_2), i) = 0 \right\}$$

$$= E_{t\beta,\delta}$$

and $E_{t\zeta,\zeta} \cong E_{t\beta,\delta}$ for all $\zeta, \beta \in GF(q)$. So $\overline{\Delta}$ provides an isomorphism between the $q - 1$ $\Delta$-orbits $[E_{t_1\zeta,\zeta}], \ldots, [E_{t_{q-1}\zeta,\zeta}]$.

We mention one other known group isomorphism. Consider the map $\Delta^\sigma$ where $\sigma = 2^s$. Then
\[ \Delta^\sigma : [\alpha, \beta, c] \circ \phi^i \mapsto [\alpha^\sigma, \beta^\sigma, c^\sigma] \circ \phi^i \]

is also a group isomorphism for any automorphism \( \sigma \). To see the image of such a map, let \( q = 2^e \) and consider the following, where \( \langle \alpha \rangle = GF(q)^* \) and \( a, c \in GF(q) \).

\[
\begin{align*}
tr(c \cdot \Delta^\sigma(a)) &= tr(c \cdot a^\sigma) \\
&= tr(\alpha^i \cdot (\alpha^j)^{2^e}) \\
&= \sum_{n=0}^{e-1} \left[ \alpha^i \cdot (\alpha^j)^{2^n} \right]^{2^{n+s}} \\
&= \sum_{n=0}^{e-1} \left[ \alpha^{i \cdot 2^{-s}} \cdot (\alpha^j)^{2^n} \right]^{2^{n+s}} \\
&= \sum_{n=0}^{e-1} \left[ \alpha^{i \cdot 2^{-s}} \cdot (\alpha^j)^{2^n} \right]^{2^n} \\
&= tr(c^{2^{-s}} \cdot a)
\end{align*}
\]

where the second to last equality follows since raising to the \( 2^s \) power is an isomorphism and does not change the value of the absolute trace function.

### 2.7 Building Subgroups \( A(t) \) in the Exotic Elation Group \( E \)

Let \( q = 2^e \) and denote \( \alpha \in GF(q^2) \) by \( (a_1, a_2) \) where \( a_i \in GF(q) \). Using the absolute trace function \( tr : GF(q) \mapsto GF(2) \) we define the map \( T : GF(q) \times GF(q) \mapsto GF(2) \) by
\[ T(\alpha) = tr(a_1) + tr(a_2) \]

Similar to when we worked with the unitary representation of these groups, we put \( a^\hat{\alpha} = aP^{T(\alpha)} \). We now define the elation group \( E_{1,0} \) as follows

\[ E_{1,0} = \left\{ [\alpha, \beta, c] : \alpha, \beta \in GF(q) \times GF(q), \ c \in GF(q) \right\} \]

with group product

\[ [\alpha, \beta, c] \cdot [\alpha', \beta', c'] = [\alpha + \alpha^\hat{\alpha}, \beta + \beta^\hat{\alpha}, c + c' + (\alpha')^\hat{\alpha}P\beta^T] \]

For the remainder of this paper we will assume that \( E = E_{1,0} \). We also note that in some computations we will revert back to the old notation, using \( aP^{T(\alpha)} \) instead of \( a^\hat{\alpha} \).

For each \( t \in GF(q) \), let \( \delta(t) \) be a function from \( GF(q) \times GF(q) \) into \( GF(q) \times GF(q) \), and let \( g_t \) be a map from \( GF(q) \times GF(q) \) into \( GF(q) \). For each \( t \in GF(q) \) we also have a subset \( A(t) \) of order \( q^2 \) such that

\[ A(t) = \left\{ [\alpha, \alpha^{\delta(t)}, g_t(\alpha)] \right\} \]

What are the necessary and sufficient conditions on \( \delta(t) \) and \( g_t \) so that \( A(t) \) is a group?
2.8 The Function $\delta(t)$

Consider the product

$$g \cdot g' = [\alpha, \alpha^{\delta(t)}, g_t(\alpha)] \cdot [\alpha', \alpha'^{\delta(t)}, g_t(\alpha')]$$

$$= [\alpha + (\alpha')^\alpha, \alpha^{\delta(t)} + (\alpha')^{\delta(t)} \hat{\alpha}, g_t(\alpha) + g_t(\alpha') + (\alpha^{\delta(t)})^\alpha P \alpha'^T]$$

Hence $\alpha^{\delta(t)} + (\alpha')^{\delta(t)} \hat{\alpha} = (\alpha + (\alpha')^\alpha)^{\delta(t)}$.

We show that $\delta(t)$ is an additive function.

First let $\alpha = 0$. Then $0^{\delta(t)} + \alpha^{\delta(t)} = \alpha^{\delta(t)}$ and $0^{\delta(t)} = 0$. Now if $T(\alpha) = 0$, we get $\alpha^{\delta(t)} + \alpha^{\delta(t)} = (\alpha + \alpha')^{\delta(t)}$, which holds regardless of the value of $T(\alpha')$.

We next show that $\alpha^{\delta(t)} P = (\alpha P)^{\delta(t)}$ for all $\alpha \in GF(q) \times GF(q)$. We first suppose that $T(\alpha) = 1$. Then $\alpha^{\delta(t)} + \alpha^{\delta(t)} P = (\alpha + \alpha' P)^{\delta(t)}$, and if we put $\alpha' = \alpha P$, then

$$\alpha^{\delta(t)} + (\alpha P)^{\delta(t)} P = (\alpha + \alpha P P)^{\delta(t)} = 0 \implies \alpha^{\delta(t)} P = (\alpha P)^{\delta(t)}$$

Next, we show that $\beta^{\delta(t)} P = (\beta P)^{\delta(t)}$ when $T(\beta) = 0$. If we have some $\beta$ such that $T(\beta) = 0$ we know that we can choose two elements $\alpha = (\alpha_1, 0)$ and $\alpha' = (\alpha'_1, 0)$ such that $T(\alpha) = T(\alpha') = 1$ and $\alpha + \alpha' P = \beta$. Letting $\beta = \alpha + \alpha' P$ it is clear that that $\delta(t)$ satisfies $(\alpha P + \alpha')^{\delta(t)} = [(\alpha + \alpha' P)P]^{\delta(t)}$.
From above we know $\delta(t)$ satisfies $\alpha^\delta(t) + \alpha'^\delta(t) P = (\alpha + \alpha' P)^\delta(t)$. Using the fact that $T(\alpha') = T(\alpha' P) = 1$ we get

$$\alpha^\delta(t) + \alpha'^\delta(t) P = (\alpha + \alpha' P)^\delta(t)$$
$$\alpha^\delta(t) + \alpha' P^\delta(t) = (\alpha + \alpha' P)^\delta(t)$$
$$(\alpha^\delta(t) + \alpha' P^\delta(t) P = (\alpha + \alpha' P)^\delta(t) P)$$
$$\alpha^\delta(t) P + \alpha' P^\delta(t) P = (\alpha + \alpha' P)^\delta(t) P$$
$$\alpha P^\delta(t) + \alpha' P^\delta(t) = (\alpha + \alpha' P)^\delta(t) P$$
$$\alpha P^\delta(t) + \alpha' P^\delta(t) = (\alpha + \alpha' P)^\delta(t) P$$
$$\beta P^\delta(t) = \beta^\delta(t) P$$

So when $T(\beta) = 0$ we get $\beta^\delta(t) P = \beta P^\delta(t)$. This completes the argument that $\alpha'^\delta(t) P = \alpha' P^\delta(t)$ for all $\alpha \in GF(q) \times GF(q)$. Now recall that when $T(\alpha) = 1$, $\delta(t)$ must satisfy $\alpha^\delta(t) + \alpha'^\delta(t) P = (\alpha + \alpha' P)^\delta(t)$. Using the above computations we see that when $T(\alpha) = 1$ we get $\alpha^\delta(t) + \alpha' P^\delta(t) = (\alpha + \alpha' P)^\delta(t)$. It follows that $\delta(t)$ is an additive function on all of $GF(q) \times GF(q)$. Fortunately, there is an easy classification of additive functions from $GF(q)$ into $GF(q)$.

**Theorem 2.8.1** If $f : GF(q) \rightarrow GF(q)$ is an additive function, then

$$f(x) = a_0 x + a_1 x^p + a_2 x^{p^2} + \cdots + a_{e-1} x^{p^{e-1}}$$

where $a_i \in GF(q)$.

**Proof:** See Theorem A.6 in Appendix A. 
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Suppose that $\delta(t)$ is the additive function that is used in the definition of the subgroup $A(t)$. Given the above theorem, for all $\alpha \in GF(q) \times GF(q)$ we must have

$$[\alpha^{\delta(t)}]P = \left(a_0\alpha + a_1\alpha^p + a_2\alpha^{p^2} + \cdots + a_{2e-1}\alpha^{p^{2e-1}}\right)P$$

$$= (a_0\alpha)P + (a_1\alpha^p)P + (a_2\alpha^{p^2})P + \cdots + (a_{2e-1}\alpha^{p^{2e-1}})P$$

$$= a_0(\alpha P) + a_1(\alpha P)^p + a_2(\alpha P)^{p^2} + \cdots + a_{2e-1}(\alpha P)^{p^{2e-1}}$$

$$= (\alpha P)^{\delta(t)}$$

Unfortunately, we do not have a complete answer about which additive functions will suffice. However, we do have the following conjecture about $\delta(t)$.

**Conjecture 2.8.2** Let $\delta(t) : GF(q^2) \mapsto GF(q^2)$. Then let

$$A(t) = \left\{ \left[\alpha, \alpha^{\delta(t)}, g_t(\alpha)\right] : \alpha \in GF(q) \times GF(q), c \in GF(q) \right\}$$

be a subset of $E_{1,0}$. A necessary condition that $A(t)$ be a subgroup is that $\delta(t)$ be additive function of the form

$$x^{\delta(t)} = ax$$

for some $a \in GF(q)$.

**2.9 The Function $g_t$**

We need to determine properties of $g_t$ so that $A(t)$ is a subgroup. Multiplying two elements in $A(t)$ we easily get the following condition on $g_t$. 
\[
g_t(\alpha) + g_t(\alpha') + g_t(\alpha + (a')\hat{\alpha}) = (a')\hat{\alpha} P(\alpha^{\delta(t)})^T \tag{2.1}
\]
\[
g_t(\alpha) + g_t(\alpha') + g_t(a\hat{\alpha} + \alpha') = a\hat{\alpha} P(\alpha^{\delta(t)})^T \tag{2.2}
\]

We choose the additive function \( \alpha^{\delta(t)} = t\alpha \), for \( t \in GF(q) \). Then \( g_t \) must satisfy
\[
g_t(a\hat{\alpha} + \alpha') + g_t((a')\hat{\alpha} + \alpha) = t \left[ \hat{\alpha} P\alpha^T + \hat{\alpha} P(\alpha')^T \right] \tag{2.3}
\]

Note that if we let \( \alpha = \alpha' \) we get \( g_t(0) = 0 \).

Next suppose that \( \alpha = (\alpha_1, \alpha_2) \) and \( \alpha' = (\alpha'_1, \alpha'_2) \), and we consider the following cases.

(i) \( T(\alpha) = T(\alpha') = 1 \): Then from equation 2.3 we get
\[
g(\alpha_1 + \alpha'_1, \alpha_2 + \alpha'_2) = g(\alpha_2 + \alpha'_1, \alpha_1 + \alpha'_2)
\]

(ii) \( T(\alpha) \neq T(\alpha') \): Then from equation 2.3 we get
\[
g(\alpha_1 + \alpha'_1, \alpha_2 + \alpha'_2) + g(\alpha_2 + \alpha'_1, \alpha_1 + \alpha'_2) = t \left[ \alpha_1\alpha'_2 + \alpha_2\alpha'_1 + \alpha_1\alpha'_1 + \alpha_2\alpha'_2 \right]
\]

(iii) Let \( T(\alpha) = 0 \): Then from equation 2.1 we get
\[
g_t(\alpha) + g_t(\alpha') + g_t(\alpha + \alpha') = \alpha \left( \begin{array}{c} 0 \ t \\ t \ 0 \end{array} \right) (\alpha')^T
\]

Before we determine acceptable functions \( g_t \), we characterize all functions from \( GF(q) \times GF(q) \) to \( GF(q) \) as polynomials.
Theorem 2.9.1 Let \( g_t(\alpha) \) be a function from \( GF(q) \times GF(q) \) into \( GF(q) \). Then there is a distinct polynomial associated with \( g_t(\alpha) \) of the form

\[
g_t(\alpha) = \sum_{0 \leq j, k \leq q-1} c_{j,k} \alpha_1^j \alpha_2^k, \quad \text{where} \quad c_{j,k} \in GF(q)
\]

**Proof:** See Theorem A.7 in Appendix A.

Thinking of \( g_t(\alpha) \) as a polynomial, if we evaluate the function \( g_t(\alpha) \) only on elements from \( GF(q) \cong \{ \alpha = (\alpha_1, 0) : \alpha_1 \in GF(q) \} \), because the function is additive on these elements, it must be of the form

\[
g_t(\alpha) = a_1 \alpha_1^2 + a_2 \alpha_1^{2^2} + \cdots + a_{\epsilon-1} \alpha_1^{2^{\epsilon-1}} + \sum_{0 \leq i \leq q-1} \sum_{1 \leq j \leq q-1} c_{i,j} \alpha_1^i \alpha_2^j,
\]

where \( a_0 = 0 \) since \( g_t(0) = 0 \). Then recalling that \( g_t(\alpha) = g_t(\alpha P) \) we have the following restriction for \( g_t \).

\[
g_t(\alpha) = a_1 (\alpha_1 + \alpha_2)^2 + \cdots + \sum_{1 \leq j < k \leq 2^\nu - 1} c_{j,k} (\alpha_1^j \alpha_2^k + \alpha_1^j \alpha_2^k) + \sum_{1 \leq i \leq 2^{\nu-1}} d_i (\alpha_1 \alpha_2)^i
\]

Using the fact that \( g_t(\alpha + \alpha') + g_t(\alpha) + g_t(\alpha') = t[\alpha_1 \alpha'_2 + \alpha_2 \alpha'_1] \) we compute the following:
\[ g_t(\alpha + \alpha') + g_t(\alpha) + g_t(\alpha') \]
\[ = a_1(\alpha_1 + \alpha_2)^2 + \cdots + \sum_{1 \leq i \leq 2^e - 1} d_i(\alpha_1 \alpha_2)^i + \sum_{1 \leq j < k \leq 2^e - 1} c_{j,k}(\alpha_1^k \alpha_2^j + \alpha_1^j \alpha_2^k) + \]
\[ a_1(\alpha_1' + \alpha_2')^2 + \cdots + \sum_{1 \leq i \leq 2^e - 1} d_i(\alpha_1' \alpha_2')^i + \sum_{1 \leq j < k \leq 2^e - 1} c_{j,k}(\alpha_1^k \alpha_2'^j + \alpha_1'^j \alpha_2^k) + \]
\[ a_1(\alpha_1 + \alpha_1' + \alpha_2 + \alpha_2')^2 + \sum_{1 \leq i \leq 2^e - 1} d_i(\alpha_1 + \alpha_1')(\alpha_2 + \alpha_2')^i + \]
\[ \sum_{1 \leq j < k \leq 2^e - 1} c_{j,k}\left([\alpha_1 + \alpha_1']^j[\alpha_2 + \alpha_2']^j + [\alpha_1 + \alpha_1']^j[\alpha_2 + \alpha_2']^k\right) \]
\[ = \sum_{1 \leq j < k \leq 2^e - 1} c_{j,k}\left(\alpha_1^k \alpha_2^j + \alpha_1^j \alpha_2^k + \alpha_1' \alpha_2'^j + \alpha_1'^j \alpha_2^k + [\alpha_1 + \alpha_1']^j[\alpha_2 + \alpha_2']^j + \]
\[ [\alpha_1 + \alpha_1']^j[\alpha_2 + \alpha_2']^k\right) + \sum_{1 \leq i \leq 2^e - 1} d_i\left((\alpha_1 \alpha_2)^i + (\alpha_1' \alpha_2')^i + [\alpha_1 + \alpha_1']^j[\alpha_2 + \alpha_2']^j\right) \]
\[ = \alpha \begin{pmatrix} 0 & t \\ t & 0 \end{pmatrix} \alpha'^T \]
\[ = t[\alpha_1 \alpha_2' + \alpha_1' \alpha_2] \]

We now make the substitution \( \alpha' = \alpha P \) and get
\[ \sum_{1 \leq i \leq 2^e - 1} d_i(\alpha_1 + \alpha_2)^{2i} = t(\alpha_1 + \alpha_2)^2 \]
for all \( \alpha_1, \alpha_2 \in GF(q) \). That is,
\[ \sum_{1 \leq i \leq 2^e - 1} d_i \beta^i = t\beta \implies (t + d_1)\beta + d_2\beta^2 + \cdots + d_{q-1}\beta^{q-1} = 0 \]
for all $\beta \in GF(q)$. But this is a polynomial of degree $q - 1$, and if every element of $GF(q)$ is a root it must be the zero polynomial. It follows that $d_1 = t$ and $d_i = 0$ when $i \neq 1$. We have shown that necessarily,

$$g_t(\alpha) = a_1(\alpha_1 + \alpha_2)^2 + \cdots + a_{e-1}(\alpha_1 + \alpha_2)^{2^{e-1}} + t\alpha_1\alpha_2 + \sum_{1 \leq j < k \leq 2^e - 1} c_{j,k}(\alpha_1^k\alpha_2^j + \alpha_1^j\alpha_2^k)$$

Let’s make the assumption $\alpha'_1 = \alpha_1$ and $\alpha_2 \neq 0 = \alpha'_2$. Then

$$t\alpha_1\alpha_2 = \alpha \begin{pmatrix} 0 & t \\ t & 0 \end{pmatrix} \alpha'^T = g_t(\alpha + \alpha') + g_t(\alpha) + g_t(\alpha')$$

$$= t\alpha_1\alpha_2 + \sum_{1 \leq j < k \leq 2^e - 1} c_{j,k}(\alpha_1^k\alpha_2^j + \alpha_1^j\alpha_2^k).$$

So we have

$$\sum_{1 \leq j < k \leq 2^e - 1} c_{j,k}(\alpha_1^k\alpha_2^j + \alpha_1^j\alpha_2^k) = 0.$$ 

Since for a fixed $\alpha_2$, this is a polynomial of degree less than or equal to $2^e - 1$ that is zero at all $\alpha_1 \in GF(q)$, we must have $c_{j,k} = 0$ for all $1 \leq j, k \leq 2^e - 1$. We have shown the following.
Theorem 2.9.2 Let \( g_t(\alpha) : GF(q) \times GF(q) \mapsto GF(q) \). Then let \( A(t) = \{ [\alpha, t\alpha, g_t(\alpha)] \} \) be a subset of the elation group \( E \). A necessary condition that \( A(t) \) be a subgroup is that \( g_t(\alpha) \) be a function of the form

\[
g_t(\alpha) = \alpha \begin{pmatrix} f(t) & t \\ 0 & f(t) \end{pmatrix} \alpha^T + \sum_{i=1}^{e-1} \left[ a_i(\alpha_1 + \alpha_2)^{2i} \right].
\]

We are now ready to talk about 4-gonal families when \( g_t(\alpha) \) fits the forms defined above. Define the subgroup \( A(\infty) \) as

\[
A(\infty) = \{ [0, \alpha, 0] \}
\]

and form a set of \( 1 + q \) subgroups of order \( q^2 \) as

\[
\mathbb{F} = \{ A(t) : t \in GF(q) \cup \infty \}
\]

and then let \( A(t)^* \) equal \( A(t) \cdot Z(E) \) which gives

\[
A(t)^* = \left\{ [\alpha, t\alpha, c] : \alpha \in GF(q) \times GF(q), c \in GF(q) \right\}
\]

It is clear that if we form \( A^*(t) \) in this manner, then only subgroups \( A(t) \) that trivially intersect the center will allow \( \mathbb{F} \) and \( \mathbb{F}^* \) to satisfy \( K2 \).

We want to know which of the families built from \( \mathbb{F} \) and \( \mathbb{F}^* \) satisfy \( K1 \), as we already know they satisfy \( K2 \). Essentially, we are looking at relationships between values on the diagonal entries of a \( g(t) \) and \( g(s) \) that allow the sets to form an EGQ. Once this is decided will will decide which GQ are isomorphic to the classical \( H(3, q^2) \).
Recall that $K1$ says that $A(t)A(s) \cap A(k) = \{id\}$ when $s, t,$ and $k$ are distinct. The following result will be helpful.

**Theorem 2.9.3 (Payne)** Let $A(t), A(s),$ and $A(k)$ be subgroups of order $q^2$. Then $A(t)A(s) \cap A(k) = \{id\}$ if and only if $A(t^\pi)A(s^\pi) \cap A(k^\pi) = \{id\}$ for every permutation $\pi$ of $s, t, k$.

We will check $A(t)A(s) \cap A(k) = \{id\}$ when $k = \infty$ and $s, t, k \neq \infty$. Choose $g = \pi[\alpha, t\alpha, g_t(\alpha)] \in A(t)$ and also choose $g' = \pi[\alpha', s\alpha', g_s(\alpha')] \in A(s)$, with $t \neq s$ and $g_t(\alpha)$ defined as

$$g_t(\alpha) = \alpha \begin{pmatrix} f(t) & t \\ 0 & f(t) \end{pmatrix} \alpha^T + \sum_{i=1}^{e-1} \left[ a_i(\alpha_1 + \alpha_2)^{2i} \right]$$

Then for the product $g \cdot g'$ we get

$$g \cdot g' = \left[ \alpha, t\alpha, \alpha \begin{pmatrix} f(t) & t \\ 0 & f(t) \end{pmatrix} \alpha^T \right] \cdot \left[ \alpha', s\alpha', \alpha' \begin{pmatrix} f(s) & s \\ 0 & f(s) \end{pmatrix} \alpha'^T \right]$$

$$= \left[ \alpha + \alpha' \tilde{\alpha}, t\alpha + s\alpha' \tilde{\alpha}, \ast \right]$$

where

$$\ast = f(t)[\alpha_1^2 + \alpha_2^2] + f(s)[(\alpha_1')^2 + (\alpha_2')^2] + t\alpha_1\alpha_2 + s\alpha_1'\alpha_2' +$$

$$\cdots + \sum_{i=1}^{e-1} \left[ a_i(\alpha_1 + \alpha_2 + \alpha_1' + \alpha_2')^{2i} \right]$$
For any $\alpha \in GF(q^2)$, $g \cdot g'$ is in $A(k)$, where $k = \infty$, if and only if the following conditions hold.

(i) $\alpha = \alpha'$ which means that $\alpha P \alpha'^T = 0$.

(ii) $\left[ f(t) + f(s) \right] (\alpha_1^2 + \alpha_2^2) + \left[ t + s \right] \alpha_1 \alpha_2 = 0$ for any $id \neq \alpha \in GF(q^2)$.

If we were to have $f(t) = f(s)$ for distinct $s$ and $t$, then choose $\alpha$ with $\alpha_1 = 0$ and $\alpha_2 \neq 0$ to violate $K1$. It follows that $f(t)$ must be a bijection on $GF(q)$. Furthermore, property (ii) is equivalent to

$$tr \left[ \frac{f(t) + f(s)}{t + s} \right] = 1.$$

Next suppose that $k \in GF(q)$. Then we violate $K1$ provided we satisfy the following two conditions.

(i) $\{\alpha, \alpha'\}$ is a $GF(q)$-dependent set with

$$\alpha' = \left( \frac{k + t}{k + s} \right) \alpha \implies \alpha'_1 = \left( \frac{k + t}{k + s} \right) \alpha_1 \text{ and } \alpha'_2 = \left( \frac{k + t}{k + s} \right) \alpha_2$$

(ii)

$$\left[ f(k) + f(k) \left( \frac{k + t}{k + s} \right)^2 + f(t) + f(s) \left( \frac{k + t}{k + s} \right)^2 \right] (\alpha_1^2 + \alpha_2^2) +$$

$$\left[ k + k \left( \frac{k + t}{k + s} \right)^2 + t + s \left( \frac{k + t}{k + s} \right)^2 \right] \alpha_1 \alpha_2 = 0$$

for all non-identity $\alpha = (\alpha_1, \alpha_2)$. This condition, when simplified, says that we satisfy $K1$ if and only if for all distinct $s, t, k \in GF(q)$ we satisfy

$$tr \left( \frac{f(k)[s^2 + t^2] + f(t)[k^2 + s^2] + f(s)[k^2 + t^2]}{k[s^2 + t^2] + t[k^2 + s^2] + s[k^2 + t^2]} \right) = 1$$
Since all cases for $K1$ will be some permutation of the last two cases we know that we have found necessary conditions for $F = \{A(t) : t \in GF(q) \cup \infty\}$ to satisfy $K1$.

From here we would like to see if WLOG we can assume that $f(0) = 0$.

If $\alpha = (\alpha_1, \alpha_2)$, consider the map

$$\Delta : [\alpha, \beta, c] \mapsto [\alpha, \beta, c + \delta(\alpha_1^2 + \alpha_2^2)]$$

where $\delta \in GF(q)$. Clearly, $\Delta : id \mapsto id$. Next see that

$$\Delta(g \cdot g') = \Delta \left( \left[ \alpha, \beta, c \right] \cdot \left[ \alpha', \beta', c' \right] \right)$$

$$= \Delta \left( [\alpha + (a')^\alpha, \beta + (\beta')^\alpha, c + c' + (a')^\alpha P \beta^T] \right)$$

$$= [\alpha + (a')^\alpha, \beta + (\beta')^\alpha, c + c' + (a')^\alpha P \beta^T +$$

$$\delta \left( [\alpha_1 + (\alpha_1')^\alpha]^2 + [\alpha_2 + (\alpha_2')^\alpha]^2 \right)$$

$$= \pi \left[ \alpha, \beta, c + \delta \left( \alpha_1^2 + \alpha_2^2 \right) \right] \circ \phi^{T(\alpha)} \cdot \pi \left[ \alpha', \beta', c' + \delta \left( \alpha_1'^2 + \alpha_2'^2 \right) \right] \circ \phi^{T(\alpha')}$$

$$= \Delta(g) \cdot \Delta(g')$$

and $\Delta$ is an automorphism of $E$. It is easy to see that when $f(t)$ is a bijection on $GF(q)$, then

$$\Delta : A_f(t) \mapsto A_h(t)$$
where

\[
A_f(t) = \left\{ \begin{array}{c}
\alpha, t\alpha, \alpha \\
f(t) & t \\
0 & f(t)
\end{array} \right\} \alpha^T + \sum_{i=1}^{e-1} \left[ a_i (\alpha_1 + \alpha_2)^{2^i} \right]
\]

and

\[
A_h(t) = \left\{ \begin{array}{c}
\alpha, t\alpha, \alpha \\
h(t) & t \\
0 & h(t)
\end{array} \right\} \alpha^T + \sum_{i=1}^{e-1} \left[ a_i (\alpha_1 + \alpha_2)^{2^i} \right]
\]

where \( h(t) = f(t) + f(0). \)

Furthermore, \( \Delta \) fixes every point \( A^*(t) \). Since \( \Delta \) is an automorphism of \( E \) and its coset geometries we can WLOG assume that

\[
A(t) = \left\{ \begin{array}{c}
\alpha, t\alpha, \alpha \\
f(t) & t \\
0 & f(t)
\end{array} \right\} \alpha^T + \sum_{i=1}^{e-1} \left[ a_i (\alpha_1 + \alpha_2)^{2^i} \right]
\]

where \( f(t) \) is a bijection such that \( f(0) = 0 \). In this setting we satisfy \( K1 \) if and only if the following conditions hold.

(i)

\[
tr \left[ \frac{f(t) + f(s)}{t + s} \right] = 1, \quad t \neq s
\]

(ii)

\[
tr \left[ \frac{f(t)}{t} \right] = 1, \quad t \neq 0
\]

(iii)

\[
tr \left( \frac{f(t)s^2 + f(s)t^2}{ts^2 + st^2} \right) = 1
\]
These conditions are certainly true if we choose the function \( f(t) = \beta t \), where \( tr(\beta) = 1 \). We aim to show the following theorem.

**Theorem 2.9.4** Consider the set

\[
F = \left\{ A(t) = \left\{ \alpha, t\alpha, g_t(\alpha) \right\} : t \in GF(q) \right\} \cup \left\{ A(\infty) = \left\{ 0, \alpha, 0 \right\} \right\}
\]

where \( g_t(\alpha) = \alpha \begin{pmatrix} f(t) & t \\ 0 & f(t) \end{pmatrix} \alpha^T + \sum_{i=1}^{q-1} \left[ a_i(\alpha_1 + \alpha_2)^{2^i} \right] \).

Then if we let \( F^* = \left\{ A^*(t) = A(t) \cdot Z(E) \right\} \cup \left\{ A^*(\infty) = A(\infty) \cdot Z(E) \right\} \), a necessary condition that \( \mathbb{F} \) be a 4gonal family is that \( f(t) = \beta t \) for some fixed \( \beta \in GF(q) \) such that \( tr(\beta) = 1 \).

**Proof:** Using condition (i) above, the result follows from Theorem 2.9.5 due to Pentilla and O’Keefe, letting \( \gamma = 1 \).

\[ \blacksquare \]

**Theorem 2.9.5** Let \( f : GF(q) \mapsto GF(q) \) be a function satisfying \( f(0) = 0 \) and let \( \gamma \in \text{Aut} \, GF(q) \). The equation

\[
tr \left[ \frac{f(x) + f(y)}{(x + y)^\gamma} \right] = 1
\]

for all \( x, y \in GF(q) \) with \( x \neq y \) if and only if \( f(x) = \beta x^\gamma \) for some \( \beta \in GF(q) \) with \( tr(\beta) = 1 \).
Proof: We rely on the proof in [16].

Let $m$ be an integer satisfying $1 \leq m \leq q - 1$, $(m, q - 1) = 1$ and

$$tr \left[ \frac{f(x) + f(y)}{(x + y)^m} \right] = 1$$

for all $x, y \in GF(q)$ with $x \neq y$. It follows immediately that $F$ is a permutation of $GF(q)$, for otherwise there exist $x, y \in GF(q)$ with $f(x) = f(y)$ and

$$tr \left[ \frac{f(x) + f(y)}{(x + y)^m} \right] = tr(0) = 0$$

Let $R$ be the minimal set of residues modulo $q - 1$ such that for any $z \in \{0, \ldots, q - 2\}$ there exists a unique $y \in R$ and $i \in \{0, \ldots, h - 1\}$ such that $z \equiv 2^iy (\text{mod} \ q - 1)$. We remark that $0 \in R$. For $p \in R$, let $l_p = |\{p2^i : i = 0, \ldots, h - 1\}|$ (that is, $l_p$ is the length of the orbit of $p$ under Aut $GF(q)$). Let $f(x) = \sum_{i=0}^{q-2} a_i x^i$ and let

$$\alpha_{pk} = \left( a_{p2^k+m} \right)^{2^{-k}},$$

where $p2^k+m$ is the unique integer such that $0 \leq p2^k+m < q - 1$ and $p2^k+m \equiv p2^k+m (\text{mod} \ q - 1)$. It was shown in Glynn [11] that

$$\sum_{n=1}^{h/l_p} \left( \sum_{k=0}^{l_p-1} \alpha_{pk} \left( (z+1)^{p+m2^{-k}} + z^{p+m2^{-k}} \right) \right)^{2^{nl_p}} = 0$$

for all $z \in GF(q)$ and for all $p \in R \setminus \{0\}$. Further, $tr(a_m) = 1$.

Suppose that $m = \gamma \in AutGF(q)$. Since $m$ is a power of 2, the arguments in Glynn’s Lemma 4.10 [11] show that the only non-zero $\alpha_{pk}$ is $\alpha_{00} = a_m$ (the
coefficient of $x^m$ in $f$), hence $f(x) = ax^r$ for some $a \in GF(q)$ with $tr(a) = 1$. The converse is immediate, since

$$tr \left[ \frac{ax^r + ay^r}{(x + y)^r} \right] = tr(a) = 1$$

2.10 Property(G)

In the remaining sections we show that when we consider the function $\alpha^{\delta(t)} = t\alpha$, the only EGQ which arise are classical. We start with the following definition for Property (G).

**Definition 2.10.1** A GQ $S$ with parameters $(q^2, q)$ has Property (G) at the point $p$ provided the following holds. Let $L_1$ and $M_1$ be distinct lines incident with the point $p$. Let $M_1, M_2, M_3, M_4$ be distinct lines and $L_1, L_2, L_3, L_4$ be distinct lines for which $L_i \sim M_j$ whenever $i + j \leq 7$. Then $L_4 \sim M_4$.

Figure 2.1 may be helpful.

To help see the motivation behind this definition we restate the following theorem.

**Theorem 2.10.2 (R.C. Bose)** [3] Let $S$ be a GQ with parameters $(s, t)$. Then the following statements are equivalent:

(i) $t = s^2$

(ii) For some pair $(x, y)$ of non-collinear points, each triad $(x, y, z)$ has a constant number of centers, in which case this constant is $1 + s$. 
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(iii) Every triad of points has a constant number of centers, in which case this constant is $1 + s$.

This theorem tells us that every triad of points in a $GQ$ with parameters $(q, q^2)$ has exactly $1 + q$ centers. Dually, it the follows that every triad of lines in a $GQ$ with parameters $(q^2, q)$ has exactly $q + 1$ transversals. This result is known as the theorem of Bose. Now let $L_1, L_2, L_3$ be distinct skew lines and $M_1, M_2, M_3, M_4$ be transversals of $L_1, L_2, L_3$ such that $M_1$ and $L_1$ are both incident with the point $p$. We would like to know if each of the transversals of $M_1, M_2, M_3$ also intersect the line $M_4$. If so, we are guaranteed to have a $(q + 1) \times (q + 1)$ grid about the point $p$.

Results by both J. Thas and Matt Brown have shown that any $GQ$ with
parameters \((q^2, q)\) and having property \((G)\) at a point must be a flock-\(GQ\). We wish to show that all \(EGQ\) arising from these 4-gonal families in exotic elation groups of \(H(3, q^2)\) are flock-\(GQ\).

We start with the following facts about incidence in these exotic \(GQ\), where the notation \(\sim_t, t \in \overline{F}\), suggests that two points are collinear via a line of type \(A(t) \cdot g\). Also, for the remainder of this section, disregard the notation \(^\alpha = P^T(\alpha)\) and simply consider \(^\alpha\) as an element of \(GF(q^2)\).

(i)

\[
[\alpha, \beta, c] \sim A^*(\infty) \cdot [\alpha, \beta, c]
\]

\[
= \left\{ [0, \beta', c'] : \beta' \in \mathbb{F}^2_q, c' \in \mathbb{F}_q \right\} \cdot [\alpha, \beta, c]
\]

\[
= \left\{ [\alpha, \beta' + \beta, c' + c + \alpha P^{1+T(\alpha)} \beta' T] : \beta' \in \mathbb{F}^2_q, c' \in \mathbb{F}_q \right\}
\]

\[
= \left\{ [\alpha, \beta, c] : \beta \in \mathbb{F}^2_q, c \in \mathbb{F}_q \right\}
\]

\[
= \left\{ [0, \beta, c] : \beta \in \mathbb{F}^2_q, c \in \mathbb{F}_q \right\} \cdot [\alpha, 0, 0]
\]

\[
= A^*(\infty) \cdot [\alpha, 0, 0]
\]

(ii)

\[
[\alpha, \beta, c] \sim A(\infty) \cdot [\alpha, \beta, c]
\]

\[
= \left\{ [0, \beta', 0] : \beta' \in \mathbb{F}^2_q \right\} \cdot [\alpha, \beta, c]
\]

\[
= \left\{ [\alpha, \beta' + \beta, c + \alpha P \beta' T] : \beta' \in \mathbb{F}^2_q \right\}
\]
\[ [\alpha, \beta, c] \sim A^*(t) \cdot [\alpha, \beta, c] \]
\[ = \left\{ [\alpha', t\alpha', c'] : \alpha' \in \mathbb{F}_q^2, c \in \mathbb{F}_q \right\} \cdot [\alpha, \beta, c] \]
\[ = \left\{ [\alpha' + \alpha P^{T(\alpha')}, t\alpha' + \beta P^{T(\alpha')}, c' + c + \alpha P^{1+T(\alpha')}, \beta T] \right\} \]
\[ = \left\{ \left[ \alpha' + \alpha P^{T(\alpha')}, t \left( \alpha' + \alpha P^{T(\alpha')} \right) + t\alpha P^{T(\alpha')} + \beta P^{T(\alpha')}, c^* \right] \right\} \]
\[ = A^*(t) \cdot [0, (t\alpha + \beta) P^{T(\alpha)}, 0] \]

(iv)
\[ [\alpha, \beta, c] \sim A(t) \cdot [\alpha, \beta, c] \]
\[ = \left\{ [\alpha', t\alpha', g_t(\alpha')] \right\} \cdot [\alpha, \beta, c] \]
\[ = \left\{ [\alpha' + \alpha P^{T(\alpha')}, t\alpha' + \beta P^{T(\alpha')}, c + g_t(\alpha') + t \cdot \alpha' P^{1+T(\alpha')} \alpha^T \right\} \]
\[ = \left\{ \left[ \alpha' + \alpha P^{T(\alpha')}, t \left( \alpha' + \alpha P^{T(\alpha')} \right) + (t\alpha + \beta) P^{T(\alpha')}, c + g_t(\alpha P^{T(\alpha')}) + g_t(\alpha' + \alpha P^{T(\alpha')}) \right] \right\} \]
\[ = A(t) \cdot [0, (t\alpha + \beta) P^{T(\alpha)}, c + g_t(\alpha)] \]

To see this, we use \( g_t(\alpha + \alpha') + g_t(\alpha) + g_t(\alpha') = \alpha' P\alpha^T \) and \( g_t(\alpha) = g_t(\alpha P) \).

In Figure 2.2 we have constructed a \( 3 \times 3 \) grid at the point \( (\infty) \), with lines \( [A(\infty)] \) and \( [A(t)] \), and containing the fixed point \( [\alpha, \beta, c] \).

The coordinates of each point and line are given in the following list:
Figure 2.2: $3 \times 3$ Grid.

$$A(\infty)_{L_0} = A(\infty) \cdot [\alpha, \beta, c]$$

$$A(\infty)_{L_1} = A(\infty) \cdot [\alpha^*, 0, g_t(\alpha^*) + g_t(\alpha) + c]$$

$$A(t)_{L_0} = A(t) \cdot [0, (t\alpha + \beta)P^{T(\alpha)}, g_t(\alpha) + c]$$

$$A(t)_{L_1} = A(t) \cdot [0, (t\alpha + \beta + \beta^t)P^{T(\alpha)}, c + g_t(\alpha) + \alpha P\beta^T]$$

$$P_0 = \left[ \alpha^*, t\alpha^* + (t\alpha + \beta + \beta^t)P^{T(\alpha+\alpha^*)}, c + g_t(\alpha) + g_t(\alpha^*) \right]$$

$$P_1 \xrightarrow{t} [\alpha, \beta + \beta^t, c + \alpha P\beta^T]$$

$$P_2 \xrightarrow{t} \left\{ \begin{array}{l} \hat{\alpha}, t\hat{\alpha} + (t\alpha + \beta^t)P^{T(\alpha+\alpha^*)}, g_t(\hat{\alpha}) + g_t(\alpha) + c + t\alpha P\hat{\alpha} \\ \left[ \alpha^*, \hat{\beta} + \beta^* + (t\alpha + \beta)P^{T(\alpha+\alpha^*)}, g_t(\alpha^*) + g_t(\alpha) + c + \alpha^* P\hat{\beta}^T \right] \end{array} \right\}$$

We must have $\alpha^* = \hat{\alpha}$, so we rewrite the coordinate for $P_2$. 
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The point $P_2$ exists if and only if the following conditions hold:

$$
P_2 = t \overset{\infty}{=} \left\{ \begin{array}{l}
\alpha^*, t\alpha^* + (t\alpha + \beta + \beta')PT^{(\alpha+\alpha^*)}, g_t(\alpha^*) + g_t(\alpha) + c + t\alpha P\alpha^{*\prime} \\
\alpha^*, \hat{\beta} + t\alpha^* + (t\alpha + \beta)PT^{(\alpha+\alpha^*)}, g_t(\alpha^*) + g_t(\alpha) + c + \alpha^* P\hat{\beta}T
\end{array} \right\}
$$

The theorem of Bose guarantees that a solution will exist. We now consider the case where $L_1 = [A(t)]$ and $M_1 = [A(s)]$, $t \neq s$.

In Figure 2.3 we have constructed a $3 \times 3$ grid at the point $(\infty)$, having lines $[A(t)]$ and $[A(s)]$, and the fixed point $[\alpha, \beta, c]$. 
Figure 2.3: $3 \times 3$ Grid.

\[
\begin{align*}
A(s)_{L_0} &= A(s) \cdot [0, (s\alpha + \beta)P^{T(\alpha)}, g_s(\alpha) + c] \\
A(t)_{L_0} &= A(t) \cdot [0, (t\alpha + \beta)P^{T(\alpha)}, g_t(\alpha) + c] \\
A(t)_{L_1} &= A(t) \cdot \left[0, \left([t + s]\alpha_s + (s\alpha + \beta)P^{T(\alpha+\alpha_t)}\right)P^{T(\alpha_s)}, \right. \\
& \quad \quad \left. g_t(\alpha_s) + g_s(\alpha_s) + g_s(\alpha) + c \right] \\
P_1 &= \frac{t}{s} [\alpha_s, s\alpha_s + (s\alpha + \beta)P^{T(\alpha+\alpha_t)}, g_s(\alpha_s) + g_s(\alpha) + c] \\
P_0 &= \frac{t}{s} [\alpha_t, t\alpha_t + (t\alpha + \beta)P^{T(\alpha+\alpha_t)}, g_t(\alpha_t) + g_t(\alpha) + c] \\
P_2 &= \frac{t}{s} \left[ \begin{array}{c} \alpha^* \alpha^* + \left(\left([t + s]\alpha_s + (s\alpha + \beta)P^{T(\alpha+\alpha_t)}\right)P^{T(\alpha_s)}\right)P^{T(\alpha^*)}, \\
g_t(\alpha^*) + g_t(\alpha_s) + g_s(\alpha_s) + g_s(\alpha) + c \\
\alpha', s\alpha' + \left(\left([t + s]\alpha_t + (t\alpha + \beta)P^{T(\alpha+\alpha_t)}\right)P^{T(\alpha_t)}\right)P^{T(\alpha')}, \right. \\
& \quad \quad \left. g_s(\alpha') + g_s(\alpha_t) + g_t(\alpha_t) + g_t(\alpha) + c \end{array} \right]
\end{align*}
\]
We must have $\alpha^* = \alpha'$, and so we rewrite the coordinates for $P_2$.

\[
P_2 = \begin{cases} 
\alpha^*, t\alpha^* + \left( \left[ [t + s]\alpha_s + (s\alpha + \beta)P^{T(\alpha + \alpha_s)} \right] P^{T(\alpha_s)} \right) P^{T(\alpha^*)}, \\
g_t(\alpha^*) + g_t(\alpha_s) + g_s(\alpha_s) + g_s(\alpha) + c 
\end{cases}
\]

\[
P_2 = \begin{cases} 
\alpha^*, s\alpha^* + \left( \left[ [t + s]\alpha_t + (t\alpha + \beta)P^{T(\alpha + \alpha_t)} \right] P^{T(\alpha_t)} \right) P^{T(\alpha^*)}, \\
g_s(\alpha^*) + g_s(\alpha_t) + g_t(\alpha_t) + g_t(\alpha) + c 
\end{cases}
\]

For notational “simplicity”, given fixed pairs of elements $\alpha, \beta \in \mathbb{F}_q^2$ and $s, t \in \mathbb{F}_q$, define the following functions:

\[
f^s(\gamma) = \left( [t + s]\gamma + (s\alpha + \beta)P^{T(\alpha + \gamma)} \right) P^{T(\gamma)}
\]

\[
f^t(\gamma) = \left( [t + s]\gamma + (t\alpha + \beta)P^{T(\alpha + \gamma)} \right) P^{T(\gamma)}
\]

\[
h^s(\gamma) = g_t(\gamma) + g_s(\gamma) + g_s(\alpha)
\]

\[
h^t(\gamma) = g_t(\gamma) + g_s(\gamma) + g_t(\alpha)
\]

So we have a $3 \times 3$ grid if and only if the following conditions hold:

\[
t\alpha^* + f_s(\alpha_s)P^{T(\alpha^*)} = s\alpha^* + f_t(\alpha_t)P^{T(\alpha^*)}
\]

\[
g_t(\alpha^*) + h_s(\alpha_s) = g_s(\alpha^*) + h_t(\alpha_t)
\]

The theorem of Bose guarantees that such a 3-tuple $\alpha^*, \alpha_t, \alpha_s$ must exist.
In Figure 2.4 we have constructed a near $4 \times 4$ grid containing the $3 \times 3$ grid with point $[\alpha, \beta, c]$.

**Figure 2.4:** Near $4 \times 4$ Grid.

The computations used to determine the previous $3 \times 3$ grid give us the following information for the points and lines of the near $4 \times 4$ grid:
\[ P^* = [\alpha, \beta, c] \]

\[ A(t)_{L_0} = A(t) \cdot [0, (t\alpha + \beta)P_{T}^{(\alpha)}, g_t(\alpha) + c] \]

\[ A(t)_{L_1} = A(t) \cdot [0, f^s(\alpha_s), h^s(\alpha_s) + c] \]

\[ A(t)_{L_2} = A(t) \cdot [0, f^s(\bar{\alpha}_s), h^s(\bar{\alpha}_s) + c] \]

\[ A(s)_{L_0} = A(t) \cdot [0, (s\alpha + \beta)P_{T}^{(\alpha)}, g_s(\alpha) + c] \]

\[ A(s)_{L_1} = A(t) \cdot [0, f^t(\alpha_t), h^t(\alpha_t) + c] \]

\[ A(s)_{L_2} = A(t) \cdot [0, f^t(\bar{\alpha}_t), h^t(\bar{\alpha}_t) + c] \]
Given this near 4 \times 4 grid, the points \( P_2, P_3, \text{ and } P_4 \) tell us that we satisfy the following conditions:
\[ t\alpha^* + f^s(\alpha_s)P^T(\alpha^*) = s\alpha^* + f^t(\alpha_t)P^T(\alpha^*) \]

\[ t\hat{\alpha} + f^s(\hat{\alpha}_s)P^T(\hat{\alpha}) = s\hat{\alpha} + f^t(\hat{\alpha}_t)P^T(\hat{\alpha}) \]

\[ t\bar{\alpha} + f^s(\bar{\alpha}_s)P^T(\bar{\alpha}) = s\bar{\alpha} + f^t(\bar{\alpha}_t)P^T(\bar{\alpha}) \]

Multiplying each equation by the appropriate power of \( P \) and adding equations we see that if we put

\[ \bar{\alpha} = \alpha^*P^T(\hat{\alpha} + \hat{\alpha}) + \hat{\alpha}P^T(\alpha^* + \hat{\alpha}) + \tilde{\alpha}P^T(\alpha^* + \tilde{\alpha}) \quad (2.4) \]

then we also satisfy the following condition:

\[ t\alpha + f^s(\alpha_s)P^T(\bar{\alpha}) = s\alpha + f^t(\alpha_t)P^T(\bar{\alpha}) \quad (2.5) \]

Given this near \( 4 \times 4 \) grid we also satisfy another set of conditions:

\[ g_t(\alpha^*) + h^s(\alpha_s) = g_s(\alpha^*) + h^t(\alpha_t) \]
\[ g_t(\hat{\alpha}) + h^s(\hat{\alpha}_s) = g_s(\hat{\alpha}) + h^t(\hat{\alpha}_t) \]
\[ g_t(\bar{\alpha}) + h^s(\bar{\alpha}_s) = g_s(\bar{\alpha}) + h^t(\bar{\alpha}_t) \]

Adding these equations together we get the equivalent condition:

\[ g_t(\alpha^*) + g_t(\hat{\alpha}) + g_t(\bar{\alpha}) + h^s(\bar{\alpha}_s) = g_s(\alpha^*) + g_s(\hat{\alpha}) + g_s(\bar{\alpha}) + h^t(\bar{\alpha}_t) \quad (2.6) \]
We now ask if there is some point \( C \) which completes the \( 4 \times 4 \) grid to give us property (G). This point would have to have the following coordinates:

\[
C^t_s = \begin{cases} 
\{ \hat{\alpha}, t\hat{\alpha} + f^s(\bar{\alpha}_s)P^T(\hat{\alpha}), g_t(\hat{\alpha}) + h^s(\bar{\alpha}_s) + c \} \\
\{ \hat{\alpha}, s\hat{\alpha} + f^t(\bar{\alpha}_t)P^T(\hat{\alpha}), g_s(\hat{\alpha}) + h^t(\bar{\alpha}_t) + c \}
\end{cases}
\]

We note that if there is a solution it will be a unique solution.

This point is on both \( A(t)_{L_2} \) and \( A(s)_{L_2} \) if and only if

\[
t\hat{\alpha} + f^s(\bar{\alpha}_s)P^T(\hat{\alpha}) = s\hat{\alpha} + f^t(\bar{\alpha}_t)P^T(\hat{\alpha}) \tag{2.7}
\]
\[
g_t(\hat{\alpha}) + h^s(\bar{\alpha}_s) = g_s(\hat{\alpha}) + h^t(\bar{\alpha}_t) \tag{2.8}
\]

If we let \( \hat{\alpha} = \overline{\alpha} \) as defined in equation 2.4 we have satisfied equation 2.7.

Then using equation 2.6 and the fact that

\[
g_t(\alpha + \alpha') = g_t(\alpha) + g_t(\alpha') + \alpha \begin{pmatrix} 0 & t \\ t & 0 \end{pmatrix} \alpha'^T
\]

we see that satisfying equation 2.8 depends on satisfying

\[
t (\alpha^* P\hat{\alpha} + \alpha^* P\bar{\alpha} + \hat{\alpha} P\bar{\alpha}) = s (\alpha^* P\hat{\alpha} + \alpha^* P\bar{\alpha} + \hat{\alpha} P\bar{\alpha}).
\]
Equivalently, since \( t \neq s \), we must satisfy
\[
\alpha^* P\hat{\alpha} + \alpha^* P\hat{\alpha} + \hat{\alpha} P\hat{\alpha} = 0
\]

The point is that a solution to equations 2.7 and 2.8 does not depend on the choice of the function \( g_t \). Then recalling that at least one choice \( g_t \) produces \( H(3, q^2) \), which S.E. Payne has shown, see [8], has property(G) at the point \( (\infty) \), we see that we will satisfy equations 2.7 and 2.8 for any choice of \( g_t \).

Therefore, when the near \( 4 \times 4 \) grid contains lines \([A(t)]\) and \([A(s)]\) incident with \( (\infty) \), we have satisfied property(G) at the point \( (\infty) \). Similar computations show this is also true when the near \( 4 \times 4 \) grid contains the lines \([A(\infty)]\) and \([A(t)]\), although we omit the details here.

2.11 A Theorem of Matt Brown

We now state a powerful result due to Matt Brown, see [5].

**Theorem 2.11.1** Let \( S = (P, B, I) \) be a \( GQ(q, q^2) \), \( q > 1 \), and assume that \( S \) satisfies property(G) at some line \( l \). Then \( S \) is the dual of a flock-GQ.

It follows that each \( EGQ \) constructed from the exotic elation groups of \( H(3, q^2) \) are flock-GQ.
2.12 The Final Push

Consider the following theorem from [28].

**Theorem 2.12.1** Let $S$ be a GQ and let $H$ be a group of whorls about the point $x$ acting transitively on the set $X = P \setminus \{x\}$. The set of elations in $H$ does not form a group if and only if (at least) one of the following conditions is satisfied:

1. There is a $j \geq 2$ for which $|\text{fix}(\sigma)| = j$ for some $\sigma \in H$.

2. There is a proper thick sub-GQ of $S$ containing $x$ (and all the lines through $x$) fixed pointwise by a non-identity element of $H$.

**Theorem 2.12.2** Let $S(\mathcal{F})$ be a non-classical flock generalized quadrangle of order $(q^2, q)$, $q > 1$, $q$-even. Then the set of all elations about $(\infty)$ does form a group.

Recall that $\phi$ is a whorl about $(\infty)$ that fixes more that one point in $P \setminus \{(\infty)\}$. It follows that every “exotic” EGQ that we have constructed is classical, and hence isomorphic to the Hermitian surface $H(3, q^2)$.

2.13 Suggested Problems

In this section we suggest how to further this research. First, and possibly the most obvious question:
Question (1): Are there any new examples of \( EGQ \) that may be constructed from these new groups?

We might also ask the following question:

Question (2): Are there conditions that guarantee an \( EGQ \) have non-isomorphic elation groups?

The following conjecture was recently made by K. Thas.

**Conjecture 2.13.1 (K. Thas)** If Property(\( F \)) does not hold for (\( S^{(p)} \), \( G \)), then \( S \) has non-isomorphic elation groups.

Property (\( F \)) depends on whether each \( A^* \in F^* \) is normal in the elation group.
Appendix A. Theorems

Lemma A.1 \( d \sum_{i=1}^{d} t_{i}^2 \geq \left( \sum_{i=1}^{d} t_{i} \right)^2 \).

Proof: Taken from [1].

Set \( dm = \sum_{i=1}^{d} t_{i} \). Then after some straightforward manipulations we see that

\[
0 \leq \sum_{i=1}^{d} (m - t_{i})^2 = \frac{\left( \sum_{i=1}^{d} t_{i} \right)^2}{d} + \sum_{i=1}^{d} t_{i}^2
\]

The result easily follows.

We will use this lemma to help prove the following inequality due to Higman.

Theorem A.1 Let \( S = (P, B, I) \) be a GQ of order \((s, t)\). Then \( s \leq t^2 \) and dually \( t \leq s^2 \). Furthermore, \( t = s^2 \) if and only if for some pair \((x, y)\) of non-collinear points every triad \((x, y, w)\) has exactly \( s + 1 \) centers if and only if every triad of points has exactly \( 1 + s \) centers.

Proof: Taken from [22].

Now we let \( x, y \) be fixed non-collinear points with perp given by

\[
\{x, y\}^\perp = \{z_0, \ldots, z_t\},
\]
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and let $V = \{w_1, \ldots, w_d\}$ be the set of all points such that $\{x, y, w\}$ is a triad. It follows that $d = s^2 t - st - s + t$. Now for $1 \leq i \leq d$, let $t_i$ be the number of $z_j$ such that $z_j \in \{x, y, w_i\}^\perp$. And for $0 \leq i \leq t + 1$ let $n_i$ be the number of triads $\{x, y, w\}$ with exactly $i$ centers. Counting the total number of triads we get

$$\sum_{i=0}^{t+1} n_i = s^2 t - st - s + t$$

Now counting the total number of ordered pairs $(w, z)$ such that $z \in \{x, y, w\}^\perp$ we get

$$\sum_{i=1}^{d} t_i = \sum_{i=0}^{t+1} in_i = (t + 1)(t - 1)s = (t^2 - 1)s$$

This follows since for each of the $t + 1$ points in $\{x, y\}^\perp$ there are $s$ points on each of the $t - 1$ lines not through $x$ or $y$.

Now counting the number of ordered triples $(w, z, z')$ such that $w \in \{x, y, z, z'\}^\perp$ we get

$$\sum_{i=1}^{d} t_i(t_i - 1) = \sum_{i=0}^{t+1} i(i - 1)n_i = \left(\frac{t + 1}{2}\right) \cdot (t - 1) \cdot 2 = (t^2 - 1)t$$

This follows since for each of the $\binom{t+1}{2}$ ways to pick $z, z'$ from $\{x, y\}^\perp$, there are exactly $t - 1$ points (not in $\{x, y\}^\perp$) which are the intersection of lines through $z, z'$. But the triples are ordered and so it is obvious that

$$\sum_{i=1}^{d} t_i^2 = (t^2 - 1)(s + t)$$

If we put $dm = \sum_{i=1}^{d} t_i$ it follows from Lemma 1 that
It is now an easy conclusion that $t \leq s^2$. Furthermore, if $t = s^2$ we we must have $m = t_i$ for each $1 \leq i \leq d$ and every triad has the same number of centers. In this case there are $s^4 - s^3 + s^2 - s$ total triads each having the same number $k$ of centers. It follows that

$$k(s^4 - s^3 + s^2 - s) = \sum_{i=1}^{d} t_i = (s^4 - 1)s = s^5 - s$$

and we must have $k = s + 1$.

\[\blacksquare\]

**Theorem A.2** Let $G$ be a group of order $s^2t$ and let $\mathbb{F} = \{A_0, A_1, \ldots, A_t\}$ be a family of $t + 1$ subgroups, each with order $s$, and let $\mathbb{F}^* = \{A_0^*, A_1^*, \ldots, A_t^*\}$ be another family of $t + 1$ subgroups, each having order $st$ where $A_i \leq A_i^*$ for each $0 \leq i \leq r$. Then if we build the coset geometry $S^{(\infty)}$ as prescribed above, $S^{(\infty)}$ is a GQ, having order $(s,t)$, if and if properties $K1$ and $K2$ hold, where

$$K1 : A_j A_i \cap A_k = \{id\} \text{ for all distinct } i, j, k.$$

$$K2 : A_j^* A_i = \{id\} \text{ for all } i \neq j.$$

**Proof:** We follow the proof in [20].

Two lines must be incident with at most one common point. We observe that two distinct lines of type (ii) are incident only at the point $(\infty)$. Then for
each $0 \leq j \leq r$, the cosets $\{A_j g : g \in G\}$ partition the group elements, from which it follows that two lines $A_j g$ and $A_j h$ may only be incident at a point $A_j^* g$.

Next suppose that two points are incident with two lines $A_j g$ and $A_i h$, $i \neq j$. Since any element in a coset $A_j g$ or $A_i h$ can be chosen as a coset representative, we can WLOG assume that the points are group elements $g$ and $h$. But then $g, h \in A_j g \cap A_i h$, or equivalently $id, gh^{-1} \in A_j \cap A_i$. We have shown that no two points are incident with two different lines if and only if $A_i \cap A_j = \{id\}$ for each $i \neq j$. From now, we assume that the following property holds:

$$P1 : A_i \cap A_j = \{id\} \text{ for all } i \neq j.$$ 

Next we show that there are no triangles in the geometry. First, there can be no triangle with vertex $(\infty)$ as no two points $A_i^* g$ and $A_j^* h$, $i \neq j$, are on a common line, and no element $g$ is incident with the point $(\infty)$. Furthermore, since the cosets $A_j g$ partition the group (and so intersect only on the line $[A_j]$), there can be no triangle with vertices $A_j^* g, A_i^* h$, and $g$, where $A_j^* g \neq A_j^* h$. We have two additional cases to consider.

First, suppose that $A_i^* g, g$, and $h$ are the vertices of a triangle. Then there are cosets $A_j g$ and $A_i h$ which are contained in $A_j^* g$, and the elements $g, h$ are in some coset $A_i g$, $i \neq j$. See Figure A.1.

But this is if and only if $g, h \in A_j^* g \cap A_i g$, or equivalently $id, hg^{-1} \in A_j^* \cap A_i$. It follows that no triangles of this type occur if and only if the following property holds.
Figure A.1: \( P_2 : A_j^* \cap A_i = \{id\} \) for all \( i \neq j \).

\[
P_2 : A_j^* \cap A_i = \{id\} \text{ for all } i \neq j.
\]

From now assume that property \( P_2 \) holds. We now have to show that there are no triangles in the geometry that have \( g, h, \) and \( u \) as its vertices as in Figure A.2.

Figure A.2: \( P_3 : A_j A_i \cap A_k = \{id\} \) for all distinct \( i, j, k \).
Assume that such a triangle exists. Then the following coset relationships would hold.

\[
A_k h = A_k u \rightarrow hu^{-1} \in A_k \\
A_i g = A_i u \rightarrow gu^{-1} \in A_i \\
A_j g = A_j h \rightarrow hg^{-1} \in A_j
\]

But then \((hg^{-1}) \cdot (gu^{-1}) = hu^{-1}\) implies that \(|A_j A_i \cap A_k| \geq 2\). Next assume that \(|A_j A_i \cap A_k| \geq 2\). Then if \(id \neq g \in A_j A_i \cap A_k\) we see that \(A_k = A_k g\) and \(g = a_j a_i\), giving us \(A_j a_i = A_j g\) and since \(g \neq a_i\) (which follows since \(g \in A_k\) and property \(P_2\) holds) the line \(A_j g\) has the points \(g\) and \(a_i\). But then the line \(A_i\) intersects \(A_j g\) at the point \(a_i\) and the line \(A_k\) at the point \(id\), giving us a triangle with vertices \(g, a_i,\) and \(id\). See Figure A.3.

**Figure A.3:** \(P3 : A_j A_i \cap A_k = \{id\}\) for all distinct \(i, j, k\).

We have shown that no triangles exist, having vertices \(g, h,\) and \(u\), if and only if the following property holds.
\[ P3 : A_j A_i \cap A_k = \{id\} \text{ for all distinct } i, j, k. \]

From now on we assume that property \( P_3 \) also holds. Our final step is to show that given a line \( l \) and a point \( P \) not on \( L \) there is a unique point-line pair \( (Q, m) \) such that \( PImIQIl \).

First, if \((\infty)\) is not on a line \( A_i g \) then there is unique line \([A_i]\) and point \( A_i^* h \) such that \((\infty)IA_i^* g IA_i g\). Next suppose that the point \( A_i^* g \) is not incident with a line \( A_i h \). Then then there is unique line \([A_i]\) and point \( A_i^* h \) such that \( A_i^* g IA_i^* h IA_i h \). We have to consider two additional cases.

First, suppose that the point \( A_i^* g \) is not incident with a line \( A_j h, i \neq j \). We need to find, as is pictured in Figure A.4, a point \( x \in A_i^* g \) and a line \( A_i g \) (uniqueness follows from property \( P2 \)) such that \( x \in A_i g \cap A_j h \).

![Diagram](image)

**Figure A.4:** \( P4 : A_i^* A_j = G \) for all \( i \neq j \).

So \( A_i g = A_i x, A_j h = A_j x, A_i^* g = A_i^* x, \) and \( A_j^* h = A_j^* x \), giving us \( x \in A_i^* g \cap A_j h \). But, the cosets \( A_i^* g \) and \( A_j h \) were chosen arbitrarily, and so for
each \(g, h \in G\) there would have to be elements \(a^*_i \in A^*_i\) and \(a_j \in A_j\) such that \(a^*_i g = a_j h\), or \(gh^{-1} = (a^*_i)^{-1} a_j \in A^*_i A_j\). We have shown that this case holds if and only if the following property holds.

\[
P4 : A^*_i A_j = G \quad \text{for all } i \neq j.
\]

Obviously, for each \(g \in G\), there is a unique line containing \(g\) and incident with a point on each line \([A_i]\). So finally, suppose that the point \(g\) is not incident with a line \(A_i h\), that is \(g \notin A_i h\). First define

\[\Omega = \bigcup \{A_i : 0 \leq r \leq r\}\]

Since \(P_1\) and \(P_2\) hold, each coset of \(A_i\) different from \(A_i\) but contained in \(A^*_i\) is disjoint from \(A_j\), and we have the following

\[A^*_i \subseteq A_i \cup \{A_i g : A_i g \cap \Omega = \emptyset\}\]

Since \(g \notin A_i h\), we can WLOG assume that the point is \(id \notin A_i g\). First consider the case \(g \in A^*_i \setminus A_i\). Here \(A^*_i g = A^*_i\) is a point on the lines \(A_i g\) and \(A_i\), the second of which is collinear with the point \(id\).

So we may assume that \(g \notin A^*_i\). We need to find a line \(A_j\) such that \(|A_j \cap A_i g| = 1\). So there must be an \(i \neq j\) such that \(A_j \cap A_i g \neq \emptyset\).

So if \(A_i g\) is a coset of \(A_i\) disjoint from \(\Omega\), it must be that \(A_i g \subseteq A^*_i\). But we have already shown that \(A^*_i \subseteq A_i \cup \{A_i g : A_i g \cap \Omega = \emptyset\}\). So assuming that \(P_1\) through \(P_4\) holds, this case holds if and only if the following property holds.
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Figure A.5: $P_5: A_i^* = A_i \cup \{A_ig : A_ig \cap \Omega = \emptyset\}$

Figure A.6: $P_5: A_i^* = A_i \cup \{A_ig : A_ig \cap \Omega = \emptyset\}$

$P_5: A_i^* = A_i \cup \{A_ig : A_ig \cap \Omega = \emptyset\}$

Looking back at the properties $P_1, \ldots, P_5$ it is easy to see that $P_2$ implies $P_1$, and since $G$ is finite, $P_2$ also implies $P_4$. Hence we need only assume that properties $P_2, P_3,$ and $P_5$ hold. It turns out that $P_5$ holds if and only if $r = t$. We show this, and that the coset geometry is a $GQ(s,t)$, if and only if $r = t$ and properties $P_2$ and $P_3$ hold. Assuming that $P_2$ and $P_3$ hold we need the
Lemma A.2 Let \( g \in G \) and \( i \neq j \). Then \( |A_jg \cap A_i| \leq 1 \).

Proof: (Lemma A.2) Suppose that both \( x, y \in A_jg \cap A_i \). Then \( x = a_jg = a_i \) and \( y = a'_jg = a'_i \). Hence, \( g = a'_ia_j^{-1} = a_i^{-1}a'_j \), and \( a_i^{-1}a'_i = a_j^{-1}a'_j \neq id \) and we have violated property \( P_1 \), and so also \( P_2 \).

Lemma A.3 Let \( g \in \Omega \setminus A_j \). Then \( A_jg \cap \Omega = \{g\} \).

Proof: (Lemma A.3). Notice that \( g \in A_i \), for some \( i \neq j \), so \( g = a_i \). But then \( A_j \neq A_jg \subset A_jA_i \), whose intersection with every other \( A_k \) is the identity. Since \( id \not\in A_jg \) we must have \( A_jg \) intersecting \( \Omega \) only in the element \( g \).

We next claim that if \( S = (P, B, I) \) is the coset geometry defined above, then assuming properties \( P2 \) an \( P3 \), property \( P5 \) holds if and only if \( r = t \). As there are \( r + 1 \) subgroups of order \( s \) in \( \Omega \), it is easy to see that \( |\Omega \setminus A_j| = rs(s - 1) \). This means that there are exactly \( 1 + r(s - 1) \) distinct cosets of \( A_j \) that intersect \( \Omega \), and so there are \( st - [1 + r(s - 1)] \) cosets of \( A_i \) that are disjoint from \( \Omega \). If we assume that \( P5 \) holds we get \( |A^*_i| = st = s + s[st - 1 - r(s - 1)] \) which gives us \( st(s - 1) = rs(s - 1) \), which holds if and only if \( r = t \).

We relabel properties \( P2 \) and \( P3 \), as \( K2 \) and \( K1 \) respectively. Now with \( r = t \) it is trivial to count that each line is incident with exactly \( s + 1 \) points, and that each point is on exactly \( t + 1 \) lines. This completes the proof.
Theorem A.3 Using the Kantor family \((G^\circ, J(C), J^* (C))\) as prescribed above, let \(S = GQ(C)\) be the EGQ. Then \(S\) is a \(GQ(q^2, q)\) isomorphic to the Hermitian surface \(H(3, q^2)\).

Proof: See [22].

Theorem A.4 The quadrangle \(H(3, q^2)\) is isomorphic to the point-line dual of \(Q(5, q)\).

Proof: Taken from [22].

Let \(Q\) be an elliptic quadric of \(PG(5, q)\), and extend \(PG(5, q)\) to \(PG(5, q^2)\). Then the extension of \(Q\) is an hyperbolic quadric \(Q^+\) in \(PG(5, q^2)\). Hence, \(Q^+\) is the Klein quadric corresponding to the lines of \(PG(3, q^2)\). So to \(Q\) in \(Q^+\) there correspond a set \(V\) of lines in \(PG(3, q^2)\). To a given line \(L\) of \(Q(5, q)\) there correspond \(q + 1\) coplanar lines through a point \(x\) of \(PG(3, q^2)\). Let \(H\) be the set of points on the lines of \(V\). Then with each point of \(Q(5, q)\) there corresponds a line of \(V\), and with each line of \(Q(5, q)\) there corresponds a point of \(H\). With distinct lines \(L, L'\) of \(Q(5, q)\) correspond distinct points \(x, x'\) of \(H\) (a plane of \(Q^+\) contains at most one line of \(Q\)). Since each point \(y\) of \(Q(5, q)\) is on \(q^2 + 1\) lines of \(Q(5, q)\), these \(q^2 + 1\) lines are mapped onto the \(q^2 + 1\) points of the image of \(y\). Hence we obtain an anti-isomorphism from \(Q(5, q)\) onto the structure \((H, V, I)\), where \(I\) is the natural incidence relation. So \((H, V, I)\) is a \(GQ\) of order \((q^2, q)\) embedded in \(PG(3, q^2)\). Then the following result of F. Buekenhout and C. Lefevre guarantees that \((H, V, I)\) must be \(H(3, q^2)\).
Theorem A.5 (Buekenhout, Lefevre) [4] A projective GQ $S = (P, B, I)$ with ambient space $PG(n, q)$ must be obtained in one of the following ways:

(i) There is a unitary or symplectic polarity $\pi$ of $PG(n, q)$, $n = 3$ or 4, such that $P$ is the set of absolute points of $\pi$ and $B$ is the set of totally isotropic lines of $\pi$.

(ii) There is a nonsingular quadric $Q$ of projective index 1 in $PG(n, q)$, $n = 3$, 4 or 5, such that $P$ is the set of points of $Q$ and $B$ is the set of lines on $Q$.

Proof: See [22].

Theorem A.6 If $f : GF(q) \mapsto GF(q)$ is an additive function, then

$$f(x) = a_0 x + a_1 x^p + a_2 x^{p^2} + \cdots + a_{e-1} x^{p^{e-1}}$$

where $a_i \in GF(q)$.

Proof: Let $q = p^e$ and $f : GF(q) \mapsto GF(q)$ be the $GF(q)$-additive (and $GF(p)$-linear) function

$$f(x) = a_0 x + a_1 x^p + a_2 x^{p^2} + \cdots + a_{e-1} x^{p^{e-1}}$$

Suppose that $f(x) = 0$ for all $x \in GF(q)$. Then since the $deg[f(x)] = e - 1$ it must be the zero polynomial, and so $a_0 = a_1 = \cdots = a_{e-1} = 0$. Hence, the set $\{x, x^p, \ldots, x^{p^{e-1}}\}$ are linearly independent in the additive group (or vector space) of $GF(p)$-linear functions and so form a basis of a subspace of dimension
e. It follows that there are exactly $q^e$ distinct functions of this form.

Now consider the entire additive group of operators $T : GF(q) \mapsto GF(q)$ where we think of the field as an $e$-dimensional vector space over $\mathbb{Z}_p$. The dimension of this vector space is the same as the dimension of all $e \times e$ matrices over $GF(p)$ which is $e^2$ (since there is a basis of matrices each with a single non-zero entry). Since the matrices have coefficients in $\mathbb{Z}_p$ there are exactly $p^{e^2} = (p^e)^e = q^e$ linear operators $T$. But this is exactly the same number of $GF(q)$-additive functions (which are $GF(p)$-linear). Therefore, we have found all $GF(q)$-additive functions.

\[\square\]

**Theorem A.7** Let $g_t(\alpha)$ be a function from $GF(q) \times GF(q)$ into $GF(q)$. Then there is a distinct polynomial associated with $g_t(\alpha)$ of the form

$$g_t(\alpha) = \sum_{0 \leq j,k \leq q-1} c_{j,k} \alpha_1^k \alpha_2^j,$$

where $c_{j,k} \in GF(q)$

**Proof:** Any polynomial of the form

$$g_t(\alpha = (\alpha_1, \alpha_2)) = \sum_{0 \leq i,j \leq q-1} c_{i,j} \alpha_1^i \alpha_2^j,$$

where $c_{i,j} \in GF(q)$

is a function from $GF(q) \times GF(q) \mapsto GF(q)$. We show that no two of these polynomials represent the same function.

Suppose that we have

$$f_t(\alpha) = \sum_{0 \leq i,j \leq q-1} d_{i,j} \alpha_1^i \alpha_2^j$$

and

$$g_t(\alpha) = \sum_{0 \leq i,j \leq q-1} d_{i,j} \alpha_1^i \alpha_2^j.$$
Then suppose that

\[
0 = h(\alpha) = f_i(\alpha) - g_t(\alpha)
\]

\[
eq \sum_{0 \leq i, j \leq q-1} c_{i,j} \alpha_1^i \alpha_2^j - \sum_{0 \leq i, j \leq q-1} d_{i,j} \alpha_1^i \alpha_2^j
\]

\[
eq \sum_{0 \leq i, j \leq q-1} (c_{i,j} - d_{i,j}) \alpha_1^i \alpha_2^j \text{ for all } \alpha_1, \alpha_2 \in GF(q)
\]

If we fix \( \alpha_2 = a \) then we get

\[
0 = h_t(\alpha) = \sum_{0 \leq i, j \leq q-1} (c_{i,j} - d_{i,j}) \alpha_1^i a^j
\]

\[
eq \sum_{i=0}^{q-1} \left( \sum_{j=0}^{q-1} (c_{i,j} - d_{i,j}) a^j \right) \alpha_1^i
\]

for all \( \alpha \in GF(q) \).

But \( h_t(\alpha) \) is a polynomial in \( \alpha \) with degree less than \( q \) and so having \( q \) roots it must be the zero polynomial. It follows that

\[
0 = \sum_{j=0}^{q-1} (c_{i,j} - d_{i,j}) a^j \text{ for all } a \in GF(q)
\]

But this is again a polynomial in \( a \in GF(q) \) of degree less than \( q \) with \( q \) roots and therefore we get \( c_{i,j} = d_{i,j} \) for all \( 0 \leq i, j \leq q - 1 \), and no two distinct polynomials of this form will result in the same functional from \( GF(q) \times GF(q) \)
But now recall that there are exactly $q^2$ functions from $GF(q) \times GF(q)$ into $GF(q)$ and this is the same number of distinct polynomials

$$f_t(\alpha) = \sum_{0 \leq j,k \leq q-1} c_{j,k} \alpha_1^k \alpha_2^j, \text{ where } c_{j,k} \in GF(q),$$

mapping $GF(q) \times GF(q)$ into $GF(q)$. This completes the proof.
Appendix B. The Hermitian Surface: A Unitary Representation

Let \( q = 2^e \) and consider the projective space \( PG(V) \), where \( V \) is an \((n+1)\)-dimensional vector space over \( GF(q^2) \). Without loss of generality we can choose the Hermitian form \( H : V \times V \mapsto GF(q) \) where

\[
H(\bar{x}, \bar{y}) = x_1 y_4^q + x_2 y_3^q + x_3 y_2^q + x_4 y_1^q
\]

That is, \( H(\bar{x}, \bar{y}) = \bar{x} A(\bar{y}^q)^T \), where

\[
A = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}
\]

The set of all absolute points and totally isotropic lines of \( PG(3, q^2) \) forms the Hermitian surface \( H(3, q^2) \). This is a \( GQ \) of order \( (q^2, q) \).

The projective unitary group, denoted \( PGU(4, q^2) \), is the subgroup of \( PGL(4, q^2) \) preserving the Hermitian form. So \( PGU(4, q^2) = \{ B \in PGL(4, q^2) : BA(B^q)^T = kA, k \in GF(q^2) \} \) and \( |PGU(4, q^2)| = q^6(q+1)(q^3+1)(q^4-1) \). If we adjoin the complete set of automorphisms of \( GF(q^2) \) to \( PGU(4, q^2) \), we form the group \( P\Gamma U(4, q^2) \). This is the complete group of collineations of the Hermitian surface. Then \( |P\Gamma U(4, q^2)| = |Aut(GF(q^2))| \cdot |PGU(4, q^2)| = 2e \cdot q^6(q+1)(q^3+1)(q^4-1) \).
The binary operation $*$ in $\text{PGU}(4, q^2)$ is composition of maps. Consider a point $x = (x_1, x_2, x_3, x_4) \in H(3, q^2)$ and elements $g = A \circ \sigma$ and $g' = A' \circ \sigma'$ in $\text{PGU}(4, q^2)$. We compute $x^{g \circ g'}$ in a number of steps.

$$
x^{A} = \left( \sum_{i=1}^{4} x_1 a_{1,i}, \ldots \right)
$$

$$
x^{A \circ \sigma} = \left( \sum_{i=1}^{4} x_1 a_{1,i}^\sigma, \ldots \right)
$$

$$
x^{A \circ \sigma \circ A' \circ \sigma'} = \left( \sum_{j=1}^{4} \left[ \sum_{i=1}^{4} x_1 a_{1,i}^{\sigma \circ \sigma'} \right] (a_{1,j}^{\sigma \circ \sigma'})^{\sigma \circ \sigma'}, \ldots \right)
$$

$$
= \left( \sum_{j=1}^{4} \left[ \sum_{i=1}^{4} x_1 a_{1,i} \right] (a_{1,j}^{\sigma \circ \sigma'})^{\sigma \circ \sigma'}, \ldots \right)
$$

It follows that in $\text{PGU}(4, q^2)$, we have the group product

$$
A \circ \sigma \circ A' \circ \sigma' = \left( A \cdot (A')^{\sigma^{-1}} \right) \circ (\sigma \cdot \sigma').
$$

**Theorem B.1** The set of all upper triangular matrices in $\text{PGU}(4, q^2)$ with ones on the diagonal forms a Sylow$_2$ subgroup of $\text{PGU}(4, q^2)$ having order $q^6$.

**Proof:** Consider the matrix

$$
B = \begin{pmatrix}
1 & a & b & c \\
0 & 1 & d & e \\
0 & 0 & 1 & f \\
0 & 0 & 0 & 1
\end{pmatrix}
$$
Then

$$BA(B^q)^T = \begin{pmatrix}
ab^q + ba^q + c + c^q & b + ad^q + e^q & a + f^q & 1 \\
e + da^q + b^q & d + d^q & 1 & 0 \\
f + a^q & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}$$

and $B \in PGU(4, q^2)$ if and only if the following conditions hold: $d + d^q = 0$, $ab^q + ba^q + c + c^q = 0$, $f + a^q = 0$, and $e + da^q + b^q = 0$. It easily follows that there are $q^6$ such matrices in $PGU(4, q^2)$, and this set of matrices forms a Sylow$_2$ subgroup of $PGU(4, q^2)$.

We will call this group Sylow$_2$ subgroup $U_2$. If we then adjoin to $U_2$ all of the field automorphisms of $GF(q^2)$ that have order a power of 2 we form a Sylow$_2$ subgroup (that we will denote $\Gamma_2$) of $PGU(4, q^2)$ having order $(\#aut) \cdot q^6$.

The group $\Gamma_2$ is the stabilizer of the flag in $H(3, q^2)$ having point $p = (0, 0, 0, 1)$ and line $x_1 = x_2 = 0$. We next construct the standard elation group about $p$.

If $P$ is the set of all points of $H(3, q^2)$, we have $P \setminus \{p^\perp\} = \{(1, \alpha, \beta, \mu) \in PG(3, q^2) : \mu + \bar{\mu} + \alpha\bar{\beta} + \bar{\alpha}\beta = 0\}$. So there are $q^5$ points in $P \setminus \{p^\perp\}$, since $\alpha\bar{\beta} + \bar{\alpha}\beta \in GF(q)$ and $\mu + \bar{\mu}$ is the relative trace function mapping $\mu \in GF(q^2)$ to $GF(q)$. Furthermore, $p^\perp \setminus \{p\} = \{(0, 1, a, b) : a \in GF(q), b \in GF(q^2)\} \cup \{(0, 0, 1, c) : c \in GF(q^2)\}$, giving us all $q^3 + q^2 + 1$ points in $p^\perp$. 
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The group of matrices

\[ M_p = \left\{ \begin{pmatrix} 1 & \alpha & \beta & \mu \\ 0 & 1 & 0 & \bar{\beta} \\ 0 & 0 & 1 & \bar{\alpha} \\ 0 & 0 & 0 & 1 \end{pmatrix} \in GL(4,q^2) : \mu + \bar{\mu} + \alpha\bar{\beta} + \bar{\alpha}\beta = 0 \right\} \]

is an elation group about \( p \), as this group acts regularly on the set of points in \( P \setminus \{ p^\perp \} \) (the \( M_p \)-orbit of \( (1,0,0,0) \) is the set of points \( \{(1,\alpha,\beta,\mu) : \mu + \bar{\mu} + \alpha\bar{\beta} + \bar{\alpha}\beta = 0\} \) and fixes every line through \( p \).

Consider the group \( G = \{(\alpha,\mu,\beta) : \alpha, \beta, \mu \in GF(q^2) : \mu + \bar{\mu} + \alpha\bar{\beta} + \bar{\alpha}\beta = 0\} \) with binary operation

\[(\alpha,\mu,\beta) \cdot (\alpha',\mu',\beta') = (\alpha + \alpha', \mu + \mu' + \alpha\bar{\beta} + \bar{\alpha}\beta, \bar{\beta} + \beta')\]

This group is the standard elation group of \( H(3,q^2) \) (when viewed as an \( EGQ \)). If we form the map

\[ T : (\alpha,\mu,\beta) \mapsto \begin{pmatrix} 1 & \alpha & \beta & \mu \\ 0 & 1 & 0 & \bar{\beta} \\ 0 & 0 & 1 & \bar{\alpha} \\ 0 & 0 & 0 & 1 \end{pmatrix} \]

we see that \( T[(\alpha,\mu,\beta) \cdot (\alpha',\mu',\beta')] = T[(\alpha,\mu,\beta)] \cdot T[(\alpha',\mu',\beta')] \). Therefore, \( M_p \) is the standard elation group about \( p \).

Next consider the Hermitian preserving involution

\[ \phi : (a,b,c,d) \mapsto (\bar{a},\bar{b},\bar{c},\bar{d}) . \]
Then, \( \phi \) fixes \( p \). Moreover, \( \phi : (0, 0, 1, w) \mapsto (0, 0, 1, \bar{w}) \), and if \( y \in GF(q) \) then 
\[ \phi : (0, 1, y, w) \mapsto (0, 1, y, \bar{w}) \]. Since all Hermitian lines through \( p \) will be either 
\[ L_y = \{(0, 1, y, 0) + w(0, 0, 0, 1)\} \cup \{(0, 0, 0, 1)\} \text{ or } L' = \{(0, 0, 1, 0) + w(0, 0, 0, 1)\} \cup \{(0, 0, 0, 1)\} \], we see that \( \phi \) fixes all lines through \( p \). Yet \( \phi \) fixes the set of points 
in \( \{(1, \alpha, \alpha, \mu) : \alpha, \mu \in GF(q)\} \), which are in \( P \setminus \{p^\perp\} \). So \( \phi \) is a whorl about \( p \),
and \( M_p \times \langle \phi \rangle \) is a Sylow\(_2\) subgroup of the group of whorls about \( p \).
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